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Editors’ Note

The word of the year for 2021 was “vaccine”, and it was hardly surprising. The development of the COVID-19 vaccine happened in record time, demonstrating sheer human will and ingenuity. At the same time, as the wealthier nations hoarded supplies and poorer countries were left adrift, we were reminded of the importance of self-reliance, even as the world has become more connected than ever in history.

Technology competition and rivalry is at the heart of this flux, whether in the Indo-Pacific, the Atlantic, or beyond. There are a number of factors contributing to it, and growing risks and challenges from emerging and critical technologies are overlaid upon the inherent complexities present in these regions. Vikram Sharma’s essay for this edition of Digital Debates highlights one such paradigm-breaking development, that of quantum technologies, and its implications for cybersecurity given the advances in scale, speed, and processing power. Nicolo Andreula and Stefania Petruzzelli, in their piece, cite the many reasons we should be worried about the metaverse, where power can transcend the limits of space and perception. Michael Depp’s essay, for its part, interrogates the potential of AI to disrupt the international balance of power.

The US-China tech rivalry is another important factor contributing to the uncertainty. China’s efforts to overtake the US to become the global technology leader has prompted successive US administrations to enact measures to ensure their country’s dominance in these domains. However, China will not be able to gain proficiency in many of the critical and emerging technologies without sourcing components from the US and its allies. As the US National Strategy for Critical and Emerging Technologies (2020) states, it is Beijing’s “targeting sources of United States and allied strength by employing means that include stealing technology, coercing companies to disclose intellectual property, undercutting free and fair markets, failing to provide reciprocal access in research and development (R&D) projects, and promoting authoritarian practices that run counter to democratic values” that have made the US come up with more stringent measures to counter China and Russia.¹

As the world is broken into camps, countries are turning to likeminded partnerships. Tobias Scholz writes about the resurgent Quad—the “democratic diamond” comprising Australia, India, Japan, and the United States—unified by their view of China as a geopolitical, if not existential, threat to their own states. This grouping, perhaps unlikely given their vastly different political systems, histories, and peoples, has a real opportunity to “shape norms, standards, and institutional mechanisms as well as strategic imperatives for the digital Indo-Pacific in the decades to come.”

Also under the scanner are China’s efforts at deploying these new and critical technologies for military use in order to make the People’s Liberation Army (PLA) a more effective fighting force, as well as Russia’s use of legitimate and illegitimate ways to target the US technologies. The more conventional security arenas such as nuclear and space security are also witnessing fierce competition and rivalry, the most evident of which is the new momentum to develop a range of counterspace capabilities. As space security dynamics intensifies and outer space becomes an extension of terrestrial geopolitics, outer space politics is becoming more complicated in various ways.

For one, several countries other than the US, China and Russia are developing counterspace capabilities, with many more establishing dedicated military space institutions, albeit some merely for coordination.
purposes. China’s PLA Strategic Support Force, for example—which controls space, cyber and electronic warfare—is a much more potent force than India’s Defence Space Agency. Unless we are able to earnestly kickstart multilateral discussions, gradually leading to binding global instruments, it is unlikely that we will have uninterrupted, safe and secure access to space. One effort underway is the UN-mandated Open-Ended Working Group (OEWG) tasked to develop norms of behaviour that will address current and emerging space security threats. In her essay, Laetitia Zarkan gives an account of the two sessions of the OEWG held so far, giving the reader a sense of how the discussions are progressing and the likelihood of a consensus at the end of the group’s four sessions. For his part, Daniel Porras, in his chapter addresses one counterspace capability that is inherently destabilising—i.e. ASAT weapons. He makes a case for halting the current trend regarding these weapons. Given that the usable orbits in space are limited in nature and ASATs produce large amounts of debris, this is an important issue on which a consensus is overdue. This is of course a subject of the ongoing OEWG and there could be some temporary steps to limit these tests, before more binding measures are formalised.

The salience of nuclear weapons in national security strategies is also growing, which involves modernisation of weapons in both quantitative and qualitative terms. Ruhee Neog in her essay looks at the nuclear dynamics in South Asia, where both politics and technology are important in possibly altering the calculations of India, Pakistan, and China. While nuclear weapons are seen as political tools by these three countries, the relevant query is how they interface with emerging and critical technologies to produce more risks—and this is a focus of Ruhee’s essay. Tanvi Kulkarni then takes a close look at the disruptive aspects of emerging and critical technologies and why they tend to threaten strategic stability. Given the destabilising and risk-inducing nature of these technologies, this essay makes a case for strengthened dialogue processes and risk reduction measures as important steps moving forward.

It is evident, however, that the relevance and impact of emerging and critical technologies cannot be seen from a security prism alone. The challenge is in terms of finding the right balance between creativity and intellectual property on one side, and a global system that provides for open and mutual exchange of ideas, capital, and services. This tension between the traditional, open, globalised system and increased protective measures will continue until a certain degree of balance in power dynamics is achieved.

What is even more problematic is that the efforts at developing global rules-of-the-road have fallen victim to great-power contestations, resulting in deadlocks around global governance. Furthermore, with high-level norms being interpreted in practice in divergent ways, Husan Chahal asks, for instance, in relation to AI: “If the ultimate goal is the ethical development and deployment of AI, are efforts towards codifying and devising high-level ethical AI principles even a fruitful exercise?” Additionally, as the contributors to this volume find, some of the older critical technologies such as nuclear and outer space have been governed by rules that were framed in the 1960s and 1970s, and they are clearly showing signs of age. Recent efforts to frame new rules, and political and legal instruments, have not borne results.

Technology has brought in enormous benefits and transformed human lives—from efficient transport systems to gaining greater and safer access to medical services, education, and food as well as digitalisation technologies that have accelerated productivity and competence in many sectors. Sachin Malhan, Smita Gupta and Saurabh Karn, in their piece, see promise in the use of AI to improve access to justice, strengthening the capacity of courts and enabling the more efficient resolution of cases.
With data-intensive technology touching every aspect of our lives, Basu Chandola’s essay highlights India’s experience developing a data governance framework, citing the country’s attempt to strike a balance between data protection—on the grounds of economic growth—on one hand, and data sharing and empowerment, on the other. Viktoria Nagy’s chapter brings out another point of tension. She examines technology-based interventions in humanitarian assistance, and how the desire for “efficiency” has contributed to the wholesale exclusion and surveillance of refugees and migrants.

And with this, Digital Debates comes full circle to power. The way technologies are used is an expression of power, as Viktoria Nagy’s critique so clearly demonstrates. The ability to set the terms by which nations are able to engage with rules, and the choices they make about partners, are a form of power. Indeed, the very act of developing technologies is a manifestation of power as well. Gabriella Skoff and Stuart Rollo’s philosophical reflection on quantum includes this stark statement: “It is a society which forms great concentrations of material and technical wealth and concentrates political power in such a way as to direct the use of this wealth towards speculative technological ends. It is clear that under current conditions the power of quantum computing will be far more centralised and controlled than is the computing of today.”

As it is with CyFy 2022, the conference we host parallel to the release of this edition of Digital Debates, these 13 essays capture the milieu of anxieties, hopes, and questions about our relationship with technology—as individuals, nations, and a global community.

- Trisha Ray, Rajeswari Pillai Rajagopalan, Pulkit Mohan

Futures
Politics in the Metaverse vs. Politics of the Metaverse

Nicolo Andreula and Stefania Petruzzelli

POLITICAL IS DEFINED as the science and art of governing which has as its raison d’être not only the constitution and organisation of a state, but also the administration of public interactions amongst people and their environment. In essence, a coordination of reality—according to direct and indirect practices, legitimate or otherwise—which always presupposes the management of human behaviour and societal interactions.¹

The physical world has been the only place so far to exercise power, exert political competition, and spread ideologies for centuries. In the past decade, however, we have lived through a significant reorientation of where the drivers of our governance and actions derive from and most often take place in the digital world.

In this context, social media have overhauled earlier norms concerning the dissemination of ideas, the reception of information, and the perception of communities and political affiliations. This phenomenon has produced undoubted advantages on the democratisation of thought, but has also had serious consequences on the tendency towards polarisation, extremism, and the propagation of conspiracy theories.

It is therefore legitimate to ask questions about the fate of politics in the realm of another emerging paradigm: the Metaverse. What will happen in the ‘meta-universe’ where anyone and anything—even power—can transcend the limits of space, perception, freedom, and human and social barriers? Where our movements can be monitored not only based on our purchasing choices and interactions but, even more importantly, calibrated on corporality? Where ‘surveillance capitalism’²—already a pervasive political and commercial practice—could amplify, further reducing our free will?

The scenarios, hypotheses, and possible solutions we will illustrate in this reflection may start from varied questions but they are common throughout history. Human
behaviour since time immemorial has taught us that the ability to manage and use new technologies is one of the determining factors of any society. Trying, therefore, to understand the implications, in this field, of the current transformation underway—a revolution that is not only digital but existential and epistemological—is an urgent imperative.

**Down with the Influencers, Long Live the Influencers!**

ANYONE CAN SEE the enormous impact of influencer marketing in the advertising industry. Unsurprisingly, the stay-at-home era of the COVID-19 pandemic further empowered virtual marketers—those birthed entirely in the digital world—for the second year straight, according to HypeAuditor. These marketers registered decisively higher engagement and influencing rates than their offline competitors.³

The reasons behind the digital advertisers’ overlap with the physical are easily discernible. The marketer avatars are the end result of accurate market surveys, inevitably intercepting consumer needs more effectively, simulating—using a virtual form of ‘empathy’—a real entity perceived by the user as having no computer interface. By programming the humanoid assets *a priori*, but modifying and monitoring them continuously, the creators—mostly anonymous—exercise direct power over this new and peculiar communication channel, free of all the problems and contradictions typical of the human.

The advantage of using virtual influencers grows even further when one wants to advertise not just material products but ideas. Trivially, because of the lower exposure to the risk of any fickleness, discomfort, or fear, anonymity creates an endless possibility of expression, often beyond the limits of freedom of expression, which a physical influencer is hardly willing to exhibit. One just has to think about the removed limitations on propriety and politeness. As avatars, through their anonymity, trendsetters can unleash visceral marketing, which does have its appeal to many.

What can stop them? Legal constraints are absent, for the time being. Avatars are not obligated to abide by any code of ethics that, in several countries, require the declaration of remuneration on the dissemination of content by marketers. In the future, a simple approach by policymakers could be to extend current regimes, in force for the marketing industry, to the digital space, as we have seen already happening in the United States (US).⁴ Apart from the obvious advantages of saving money, the omission of remuneration will likely create a greater emotional bond between the consumer and the avatar and, by extension, with the product it advertises.

One can immediately understand that due to the high possibility of profiling untraceable behavioural data on the web, creators can build avatars capable of influencing and determining consumer action with precise techniques of cognitive manipulation. Here we are not talking about science fiction, but neuroscience, what in the industry is called ‘character merchandising’.⁵ It is more than plausible that political parties might soon decide to personify their brand with a virtual influencer, just like fashion houses.

The use of this kind of influencer marketing in politics could raise concerns, especially considering that these para-social relationships based on anonymity but displayed in a hyper-realistic form, can induce a higher release of oxytocin—our brains’ chemical key to trust. This in turn can strengthen propagandist messaging and mystify extremism, with the outcome of spreading distrust in democratic societies.
CRYPTOCURRENCIES HAVE BEEN adopted in national politics, with major US parties implementing the technology, especially in support of their candidates. A few examples include the following:

- On 25 February 2022, a bill was introduced in the state of Louisiana allowing parties to receive donations in cryptocurrencies in support of their election campaigns, provided they are converted and declared in fiat.\(^6\)

- For the 2022 mid-term elections in the US, a new fundraising platform exclusively in cryptocurrencies, Engage Raise, has been established, which will allow political campaigns to manage donations.

Both developments could greatly transform election governance, but only if supported by precise strategies and policies, some of which are already in the pipeline. Several countries have begun systematically regulating digital assets and tackling the regulatory void caused by anonymity. For example, in the US, although digital currencies allow anonymous transactions, platforms such as Engage Raise bind donors to declare themselves to the Federal Election Commission.\(^7\)

Yet, not all countries view such technical measures as sufficient to stem the dangers of corruption and cyber vulnerabilities. Ireland, for example, understandably concerned over the war between Russia and Ukraine, has prevented political parties from receiving donations in cryptocurrencies to curtail foreign entities’ reach and influence in the country’s democratic processes.\(^8\)

Another way of crypto-financing political parties directly linked to the Metaverse could be with NFTs—non-fungible tokens, or cryptographic assets representing real-world items—that offer the buyer not only the opportunity to contribute to the donation, but also to obtain a series of benefits which consolidate a sense of belonging to the cause they are devoting to.

A pioneer in this regard was the Democratic Party of South Korea (DPK). In January 2022, on the occasion of the presidential elections, DPK announced the issuance of its own token to raise funds to support the election campaign and, at the same time, attract supporters by distributing extra content—mainly pictures and videos related to the political programme—linked to NFTs.\(^9\) By going down this route, parties could associate NFTs with other functional created content and consolidate communities around their values. For example, through VR (virtual reality) technology, voters could immerse themselves in simulations of political debates or election rallies.

It is not difficult to imagine the political evolution of this scenario: i.e., the creation of new parties represented by a token that reflects the values of a community stimulating its growth. Consequently, also foreseeable is a Decentralised Autonomous Organisation (DAO)—essentially blockchain-fuelled organisations\(^10\)—based on tokens, and thus reflecting the nature of activists.

In the best of worlds, politics could use these tools to engage citizens and enhance the resonance of its best ideals. Perhaps this can be achieved by regulating the DAOs, or by fostering greater transparency in terms of funding and the dissemination of ideas, with the establishment of digital citizenship, which would undoubtedly convey wider traceability. However, in the worst of worlds, such a transformation could cause a democratic degeneration due to a decentralisation which makes accountability impossible and coding errors all too frequent, due to an objective digital divide which remains an urgent need to be addressed.
With Great Power Comes Great Responsibility

THE INSTITUTION MOST at risk with the Metaverse is democracy. We know that the main aim of all kinds of marketers is to conquer new spaces to reach a wider audience and position their message wherever the recipients are. There is no doubt, therefore, that the place to be in the coming decades, where to advertise goods and opinions, is and will likely be the Metaverse.

In Italy, amidst the hype of their 2022 political election cycle, the Metaword\(^\text{11}\) group developed a digital service that provides virtual environments in the Metaverse for the election campaign. Up to this point, nothing is worrisome; in fact, much of it is praiseworthy.

Yet, any tool can be weaponised.

A series of experiments by a group of researchers at Stanford University\(^\text{12}\) found that by modifying the characteristics of an unknown individual, a politician, for example, to make him look like a voter—in a process akin to deepfaking, whereby viewers' emotions are triggered—the audience were led to rate the subject more favourably. Consequently, the assumption that political parties in the Metaverse could make use of a manipulation which has no parallel in reality raises fears and unforeseen complexities.

A Democratic Universe

SOCIAL MEDIA SHOWS high potential in promoting emotionally intense content to engage a specific target audience, personalising a message, and deploying appeal mechanisms based on social identity and categorisation. The challenge to democracy is now well established if one considers, that based on recent precedents, fringe ideas (including extreme political views) have benefited precisely from these digital amplifiers. On the one hand, individuals generally tend to not follow the same social norms in the virtual dimension as they do in the physical, developing more aggressively oriented attitudes online.\(^\text{13}\) On the other hand, digital behemoths such as Facebook and Twitter have made it clear that it is almost impossible in the digital realm to stem the spread of hatred, despite being aware of it.\(^\text{14}\)

It is therefore legitimate to be alarmed about the entry of politics into the Metaverse, especially for the following reasons:

First, the possibility of influencing and altering user behaviour in a far more pervasive way. This is achieved by tracking body movements and detecting reactions to more stimuli than the web. For instance, some headsets already used to access augmented realities are equipped with sensors that monitor brain activity. VR does the same with eye movements.\(^\text{15}\) By using far more accurate and sensitive data, propaganda campaigns—even those by government—could not only become more powerful and potentially more dangerous, but also create a stronger bias.

Second, the risk of polarisation is also based on social and economic status. The gradual evolution of the Metaverse will be matched by the need for users to purchase more technologies and be competent in using them. This is a barrier to entry for anyone without sufficient financial means and digital literacy.\(^\text{16}\) If politics were to expand into this new universe, electing it as the main communication space, it could certainly attract new segments of the population (think Generation Z/Alpha), but it could more or less tactically exclude others.
Third, the security dangers are already evident. Think of the recorded radicalisation movements, such as the building of proto-fascist states; or the risk of terrorism, which is so real that it has been reported by the European Union Counter-Terrorism Agency and the National Counterterrorism Innovation, Technology and Education Centre (NCITE).¹⁸

Some avant-garde groups are using social media and cryptocurrencies to raise funds and taint the hearts and minds of their targeted audiences. So far, authorities have largely stayed abreast.¹⁹ Through the Metaverse, terrorist cells could spread disinformation, incite hatred, and heighten anti-democratic attitudes.²⁰ For example, newly radicalised proselytes would be able to simulate attacks through the virtual reproduction of existing urban spaces via augmented reality and avatars.

These trends will only accelerate in the Metaverse—in a potentially deadly cat-and-mouse game where the aggregation of technologies is the plat du jour, adding ever more importance to safeguarding cybersecurity. With this in mind, a more significant distribution of cyber policing would certainly favour more efficient supervision, as well as pivoting on new techs—such as AI—to analyse behavioural patterns across networks.²¹

**Conclusion: Counteracting a Heavy Immateriality**

**Evolution should not be held back.** Certainly, however, it must be examined, monitored, and regulated.

It is only through the analysis of the problems that solutions can be outlined and proposed. On them, scaffolding can be built to erect a strong edifice so that it does not collapse under the excessive weight of its immateriality. To this end, a few notable trends are already taking place: the emergence and consolidation of stronger data protection policy frameworks;²² learning from others’ mistakes can often provide easy stepping stones;²³ and finally, the increased need for identification and authentication by social media will likely be mirrored in further developments, such as with Meta’s Metaverse.²⁴

The Metaverse is still an organism in the making, and potential risks must be considered to prevent them, ensuring that its evolution does not take place to the detriment of people. This issue is urgent for politics and leaders because it concerns the exercise and freedom of thought.

---

**Endnotes**


Quantum and the Cybersecurity Imperative

Vikram Sharma

THE DAWN OF the Fourth Industrial Revolution (4IR) is ushering in a dramatic convergence of technologies and synthesising the physical, digital, and biological worlds. The 4IR is rapidly and fundamentally transforming our everyday experience, from enhancing how we connect and interact with each other to operating enterprises in more sustainable ways. It may even remedy the environmental damage of previous revolutions and allow us to rethink how we organise our societies.

In contrast to the first three industrial revolutions, each of which was enabled by single technologies—steam, electricity, and digital—the fourth is powered by a synthesis of significant scientific and technological innovations. It leverages developments in an array of technology domains, including artificial intelligence, 5G communications, the Internet of Things, and quantum, and promises step-change technological advances through 2050 and beyond. With these innovations comes a whole new wave of risks and vulnerabilities that in themselves offer advanced opportunities to innovate, whether for good actors or adversaries alike.

This article explores the important role of quantum as a defining technology of the 4IR and the consequent cybersecurity imperative given the advances in scale, speed, and sheer processing power that quantum computing will make possible. Establishing timely actions to safeguard, while we innovate, are critical to our global economy and to assure societal benefits of the second wave of quantum technology are captured to the fullest. Delays will have costly consequences and setbacks that we have not seen to date.

Emergence of Quantum Technology

THE FIRST WAVE of quantum technology, heralded by the invention of the transistor by Walter Brattain, John Bardeen, and William Shockley in 1947 (for which they would be awarded the Nobel Prize in Physics in 1956), has transformed our lives and societies over the past 75 years. The first wave of quantum technology harnesses
effects innate at the most fundamental scales of nature to deliver step-change technical capability advances. It drew on the foundations of quantum theory developed in the early 20th century by Niels Bohr, Max Planck, and Albert Einstein—all of whom were also awarded Nobel Prizes for Physics, in different years, for their seminal contributions to the field.

From lasers to GPS to MRI to cell phones, technologies of the first quantum wave are firmly entrenched in our everyday lives. Each day we almost unknowingly carry on our persons billions, if not trillions, of transistors courtesy of mobile devices, smartwatches, and other digital wearables. These technological advances have intrinsically reshaped our interpersonal relationships, how we conduct business, and indeed, geopolitics and military strategy.

The promise of the second phase of advancements in quantum is upon us, of technological advances and innovations as significant as those in the first wave. In contrast to the first, where we passively leveraged quantum effects that routinely exist in nature, in the second phase, we are actively engineering quantum states that do not naturally occur. The development of superalloys and materials offers an apt analogy—creating these alloys and materials, which do not exist in nature, has enabled us to build skyscrapers, advanced jet engines, and sophisticated pollution control equipment. In like manner, the ability to engineer novel quantum states opens exciting possibilities for extraordinary advances in computational capability, imaging, sensing, and secure communications.

Exponential Power of Quantum Computers

IT IS IMPORTANT to briefly explore the transformative impact of quantum on computing so as to better value what we are putting at risk if we do not safeguard sensitive information as we innovate. Traditional computers encode information in a sequence of zeros and ones, or ‘bits’—each bit storing either a zero or a one at any point during a calculation. Quantum computers, in contrast, use ‘qubits’. Each qubit can concurrently store a zero, a one, or anything in between, courtesy of a quantum property known as superposition. This property enables a sequence of qubits to encode much more information than an equivalent sequence of conventional bits, thereby allowing quantum computers to process certain classes of problems exponentially faster than traditional computers.²

A range of industries is braced for revolution, as previously intractable problems become solvable when tackled by quantum computers and algorithms. Use cases will include drug discovery, financial optimisation, artificial intelligence, and cryptanalysis.

Researchers in Canada published in July 2021 a helpful heuristic to identify and classify problems at which quantum computers would excel. They suggest that problems which rely on combinatorics would benefit dramatically from quantum computational capabilities.³ Such problems typically require finding an optimal solution from a myriad possible permutations. The computational complexity to find a solution often grows exponentially for each new permutation value added.

These problems are frequently encountered in chemical and biological engineering, cryptanalysis, artificial intelligence, financial services, and complex manufacturing. Advanced companies operating in these sectors are already trialing early quantum algorithms on emergent quantum computers.⁴

Reflecting the tremendous potential and impact of this rapidly developing technology, Honeywell, for example, is bullish and expects the quantum computing industry to top US$1 trillion by 2050.⁵ Meanwhile,
IBM and Google, amongst others, have publicly released roadmaps offering vignettes of their expected progress in quantum computing efforts.\(^6\)\(^7\)

However, for all the remarkable benefits quantum computing will afford, it will imperil the very foundations of the cybersecurity protecting our digital ecosystem. As our lives are increasingly integrated with and lived in the digital realm, data has become our most precious resource and asset. Safeguarding valuable information has never been more critical.

**From Heightened Cyber Risks to a Quantum-enabled Adversary**

THE TIMING OF this pending transformation with quantum looms as our global digital economies face an exponentially-escalating cyber threat environment composed of capable and well-funded cybercriminals and malicious state and non-state actors with an aim to hack systems and steal valuable data at scale. The current asymmetry of costs in launching cyberattacks means large potential economic gains can be made following a successful breach.

As a result, the frequency and sophistication of hacking attempts have escalated dramatically in recent years, with some 4,145 data breaches reported globally in 2021, exposing some 22 billion records.\(^8\) Unsurprisingly, cyber-attacks are among the critical long-term risks to global economic stability and social cohesion identified by the World Economic Forum in its [2022 Global Risks Report].\(^9\) The race to quantum technology for such adversaries can mean a strategic advantage and highly lucrative pay days for years to come.

**Quantum Computing Threat to Current Cryptography**

FOR ALL THE transformational benefits offered by quantum computers, they will also threaten the foundational tenets of trust in our digital platforms—challenging the verification of the authenticity of a virtual person or organisation, and the ability to exchange information with them securely.

Today’s secure communications technologies, such as data encryption and identity authentication, rely on mathematical complexity to protect data exchanges. Frequently, they employ mathematical techniques that are easy to perform in one direction but hard to compute in the reverse. For example, if we wish to multiply two large prime numbers—say 165,181 and 417,953—we can compute the product in a couple of seconds on a basic calculator. However, performing the reverse operation, where you are given the product (referred to as a semi-prime)—69,037,894,493 in our example—and wish to find the numbers that were multiplied together to produce that result, is a difficult task.\(^10\) Most contemporary secure communication protocols rely on this technique or similar mathematical constructs for their security.

As foreshadowed, and somewhat counterintuitively, quantum computers will compromise much of today’s cryptography. As a case in point, Peter Shor in 1994 at Bell Labs developed an algorithm\(^11\) that can leverage a quantum computer to rapidly find the factors of a large number, such as a semi-prime in the above example. This would break all encryption methods reliant on this mathematical technique for their security. Additional quantum algorithms, such as those developed by Lov Grover\(^12\) and Daniel Simon,\(^13\) will similarly impact other cryptographic technologies in widespread use today.
While quantum computers at the scale required to factorise the large semi-prime numbers used to secure today’s e-commerce and sensitive communications are still some years away, rapid advances in science and engineering are driving a growing cyber risk. One of the technologies undergirding current global e-commerce systems, RSA Key Exchange, will be significantly impacted and likely broken. How we conduct our online lives and share sensitive information would be disrupted, putting the viability of key industries and security of critical infrastructure at risk.

Q-Day and Harvest Now Decrypt Later Risk

The term Q-Day (also tagged as Y2Q by the Cloud Security Alliance) has been coined to mark the date that quantum computers will compromise current cryptographic technologies. As significant advances are needed to deliver quantum computers at a cryptographically-relevant scale, we have an estimated five to 10 years to implement alternatives.

An annual poll of leading academics and industry experts conducted by EvolutionQ offers an informative heatmap of the likelihood of quantum cyber risk classified by five-year intervals. It is instructive to consider the quantum cyber threat through the lens of risk to determine the timeframe within which cyber risk breaches (organisation-specific) risk tolerance thresholds. This offers essential guidance on the time available to prepare for a quantum-resilient cybersecurity posture—to understand the nature and breadth of quantum cyber risk, evaluate and pilot potential mitigation technologies, develop deployment roadmaps, implement solutions, and finally, integrate quantum-resilient technologies into applications, platforms, and shared infrastructure.

A further, perhaps more pressing, cyber risk looms. State actors, and potentially criminal adversaries, are actively eavesdropping on sensitive information being communicated today and storing them. The motivation is the expectation that a cryptographically-relevant quantum computer will become available within the utility period of the data collected. This would expose the data in unencrypted form, allowing it to be leveraged for malicious financial or strategic gain. Data with sensitivity periods beyond a few years are particularly at risk.

This type of Harvest Now Decrypt Later (or HNDL, pronounced ‘Handle’) attack has become a clear and present risk. Technology consulting firm Booz Allen suggests that state actors will have collected extensive datasets of economically valuable intellectual property, in encrypted form, during the course of this decade. Protagonists anticipate that quantum computing capability at the scale required to break the encryption will be realised within the useful lifetime of the data. Such a capability would be exploited to decrypt the data and monetise the previously harvested intellectual property—potentially to massive financial gain. This risk applies equally to sovereign secrets, certain financial data, and sensitive personal information.

The Cybersecurity Imperative

Given the criticality of the foregoing, we must develop timely and coherent risk management strategies to ensure trust is sustained in our ever-more digital lives. To secure sensitive data, we must establish roadmaps to transition to new quantum-resilient technology before Q-Day arrives. If we match the timelines on these roadmaps with our risk-weighted assessment of time available for the transition, we can effectively mitigate the threat of a quantum-enabled adversary.
Considerable progress has already been made in provisioning quantum-resilient measures. Key pillars of this defensive arsenal are post-quantum cryptographic algorithms, cryptographic agility, and quantum random number generation and key distribution.

The US Department of Commerce’s National Institute of Standards and Technology (NIST) in 2015 launched a competition to find post-quantum cryptographic algorithms that are expected to resist both conventional and quantum attacks. In July 2022 they announced the first group of quantum-resistant algorithms that will become part of its Post-Quantum Cryptography (PQC) standards. The four recommended algorithms for encryption and digital signatures are CRYSTALS-Kyber, CRYSTALS-Dilithium, FALCON, and SHPINCS+. The two CRYSTALS algorithms are expected to be widely deployed to replace encryption and digital signatures commonly used today, and can be implemented on current computers and cybersecurity infrastructure.

As novel encryption algorithms are released, it is vital that our digital platforms and IT systems can rapidly integrate them. Agility in the management of cryptographic credentials will allow this to occur as seamlessly as possible. Many contemporary systems have specific encryption methods hardwired—these will need to be upgraded to cryptographically agile solutions. Further, it is unlikely that this upgrade will be a one-time exercise. Cryptographic agility will be an important enabler for an expected rolling series of updates to cryptographic algorithms over the foreseeable future.

While quantum computing presents a risk to current encryption methods, quantum technologies, in equal measure, offer solutions. These solutions come in the form of quantum random number generation (QRNG) and quantum key distribution (QKD). Random numbers are the foundational building blocks of cryptographic credentials. Today we mostly use software-generated pseudorandom numbers; QRNGs deliver true random numbers, thereby enabling high-quality encryption. Similarly, the secure sharing of encryption keys between two parties wishing to securely exchange information is dependent, even with PQC, on complex mathematics coded into software. QKD turns this paradigm on its head by leveraging the laws of quantum physics, not mathematics, to assure secure key exchange. Many see QKD as an important technology securing high-value communications links—complementing more broadly deployed PQC.

**A Quantum-Resilient Organisation Rises**

RECOGNISING THE QUANTUM cybersecurity threat, policymakers, technology consulting firms, and research organisations are developing guidance and regulations to support government agencies and industries transitioning to a quantum-resilient cybersecurity posture. Earlier this year, the US president signed a National Security Memorandum setting out the administration’s plan to mitigate the cybersecurity risk from quantum computers.

The World Economic Forum, in its report *Transiting to a Quantum-Secure Economy*, and the US Quantum Economic Development Consortium, alongside other respected organisations have published guidelines to help organisations understand and transition to quantum-resilient cybersecurity. Technology consulting and cybersecurity firms have also been actively publishing white papers on the topic.
Many of the recommended strategies for achieving a quantum-resilient cybersecurity posture share the following elements:

- Map and classify information held by the organisation.
- Identify systems and platforms exposed to quantum risk.
- Conduct threat modelling to understand the consequences of compromise for each data category.
- Evaluate quantum-resilient solutions—PQC, crypto-agility, and QRNG/QKD.
- Develop a roadmap to transition to a quantum-resilient cybersecurity posture.
- Implement the roadmap and integrate new systems with existing infrastructure.

Deployments of new systems and processes must gain community trust as they are rolled out. Trust is crucial for maximising the adoption of new technologies and for society to reap the benefits. Achieving and sustaining such trust requires assurance that these new systems are secure enough to protect sensitive information, such as personal details, financial transactions, intellectual property, and national security secrets. Well planned, timely action will ensure this is the case.

**Building Trust in Our Digitalised Future**

Building on decades of scientific breakthroughs in research laboratories worldwide, we are seeing emerging technologies of the second quantum wave find adoption at forward-looking organisations. Deployments, and pilot projects, are delivering step-change advances in capabilities in computation, sensing, imaging, and cybersecurity, to name a few of the early domains to benefit. Over the coming decades, these nascent technologies will shape our lives and geopolitics.

For all the dramatic innovations these technologies will offer, they present clear risks to the security of our digital ecosystem and, consequently, our trust in them. As set out in this essay, quantum computers at a cryptographically-relevant scale will break the algorithms that assure us of the security of our e-commerce platforms and the exchange of sensitive information. The good news is that we already possess measures to meet the challenge effectively.

The quantum cyber threat is likely to materialise within the lifecycles of many IT/OT systems being deployed today; the cyber risk, however, particularly for long-lived data, is clear and present. Further, the timeframe required to transition the current cybersecurity infrastructure to a quantum-resilient posture is likely to be material.

We must prioritise implementing appropriate policy and regulatory settings, gaining active support from enterprise leadership and cyber decision-makers, and developing quantum cyber readiness metrics. Collectively, these will drive timely action on safeguards to ensure that societal benefits of the second wave of quantum technology are captured to the fullest.
Endnotes


SOUTHERN ASIA INCLUDES three nuclear-armed neighbours—China, India, and Pakistan. The three states are modernising and expanding their nuclear enterprises, even as the military applications of dual-use technologies\(^a\) are evolving.\(^2\) In what ways do these two developments intersect to shape strategic dynamics between China, India, and Pakistan, especially when all three ultimately view nuclear weapons as political tools whose greatest utility rests in their nonuse? How could emerging technologies mediate nuclear balances—or imbalances—in such a complex regional security environment?

As of January 2022, based on open-source data, China’s nuclear inventory is estimated at 350, India’s at 160, and Pakistan’s at 165.\(^3\) Developments in their respective nuclear enterprises are aimed at increasing their deterrent value so no adversary considers the use, or threat of use, of nuclear weapons against them. They have each successfully achieved this aim to varying degrees, with broad agreement on the existence of a certain “maturity”\(^4\) in the India-Pakistan and China-India dyadic nuclear equations, albeit for different reasons. Maturity, however, does not mean an absence of risk.

Strategic competition in Southern Asia, as in the rest of the world, is being rewritten by developments in the technological domain.\(^5\) Emerging technologies—or technologies whose battlefield uses are still evolving—could disrupt the maturity and level-headed approach to nonuse displayed so far. Their incorporation can lower the threshold for nuclear use, create new pathways for crisis escalation, and be intentionally or inadvertently used to manipulate nuclear vulnerabilities.

\(^a\) Technologies that have both civilian and military application potential.
Further, in Southern Asia, nuclear equations and emerging technologies intersect in a complex security environment. Any analysis of the politics of nuclear weapons must account for Chinese, Indian, and Pakistani perceptions of their broader threat landscape because these interpretations will inevitably colour nuclear decision-making. Islamabad’s ‘full spectrum deterrence’⁶ is poised against New Delhi; New Delhi’s nuclear calculations are primarily driven by the Chinese force posture:⁷ and Beijing’s nuclear purpose is extra-regional, deriving from US nuclear developments.⁸

Nuclear weapons anchor the India-Pakistan security discourse. Beijing cites New Delhi and Islamabad’s exclusion from the Nuclear Non-Proliferation Treaty as the reason for the absence of official Chinese nuclear dialogue with the two countries. Nuclear weapons feature nominally in the China-India security equation, although China’s nuclear assistance to Pakistan is central to international perceptions of their bilateral relationship. The converse—that nuclear weapons are in a way one focal point of India’s relationship with China because of their importance to the China-Pakistan equation—is, therefore, also true.

Additionally, the three countries’ foreign policy towards others, if viewed as threatening to any of their respective core national interests, will impact their nuclear decision-making in direct and indirect ways. For instance, China building more missile silos,⁹ ostensibly to make its deterrent more credible to the US, could shape security decision-making in India.¹⁰ Any outcome of these decisions could have consequences for the Pakistani security mindset.¹¹ Beijing may not consider New Delhi a nuclear peer,¹² but new analytical lenses could emerge from the growing proximity between the US and India, their joint emphasis on the Indo-Pacific, and announcements such as the Australia-UK-US (AUKUS) trilateral security pact. These complex—sometimes convergent and often divergent—capabilities, intentions, and perceptions have contributed to characterisations of nuclear equations in Southern Asia as “dyads”, a “trilemma”,¹⁴ or a “strategic chain”.¹⁵

Emerging Tech as Mediator

EMERGING TECHNOLOGIES CAN weaken deterrence by enmeshing nuclear and non-nuclear components. They can reduce the threshold for nuclear use through unanticipated and, therefore, unplanned-for escalation spirals, termed by some scholars as “wormholes” or “entanglements”.¹⁶ Using two examples from the Southern Asian context—nuclear submarines and cyber risk, and anti-satellite (ASAT) capability framed within the nuclear discourse—this section discusses how advancements in nuclear enterprise could be put at risk by technological developments, contributing to instability.

• **Nuclear submarines and cyber risk**

The operationalisation of sea-based deterrents are aimed at enhancing survivability and assured retaliation through further dispersal and submersion under water, making these nuclear weapons harder to find. It also, however, takes nuclear dynamics into the maritime domain. This can create command-and-control issues, and complicate China and India’s no-first-use policies.⁸ A malicious state or non-state actor’s cyber ability—and the decision to wield it—to hijack, disable, or confuse nuclear command, control, and communications systems will have serious consequences for deterrence breakdown. An incident at sea characterised by miscommunication, misinformation, and a lack of clarity on who or what perpetrated the incident could create or compound inter-state hostilities. It can also foment crises.

The regional nuclear maritime environment makes such a scenario plausible. On the nuclear submarine front, China is in a league of its own, with Jin-class submarines armed with JL-2 submarine-launched...
ballistic missiles that have a 7,400-km range.\textsuperscript{19} India has one operational ballistic missile nuclear submarine, the INS Arihant, which carries the nuclear-capable K-15 Sagarika missile with a range of 750 km.\textsuperscript{20} Pakistan does not have a nuclear-powered, nuclear-armed submarine yet, but may seek such capability\textsuperscript{21} as a natural progression of its plans to mount the Babur-3 cruise missile, with a range of 450 km, on conventional submarines.\textsuperscript{22}

- **ASAT in the Nuclear Discourse**

China conducted its ASAT test in 2007.\textsuperscript{23} In 2019, India announced\textsuperscript{24} the successful completion of Operation Shakti, its own ASAT test, in which an indigenously-developed ballistic missile interceptor was launched against an Indian satellite in lower Earth orbit.\textsuperscript{25} According to India's foreign ministry, the test "provides credible deterrence against threats to our growing space-based assets from long range missiles, and proliferation in the types and numbers of missiles".\textsuperscript{26} Observers agree that the test was primarily intended as a technology demonstration to Beijing, which retains conventional and nuclear superiority in the region.\textsuperscript{27}

What are the potential regional ramifications of this development? Pakistan has historically used India's ballistic missile defence (BMD) programme as one justification for its ‘full spectrum deterrence’.\textsuperscript{28} India's ASAT capability could incentivise Pakistan into seeking such capability of its own, for which help could be forthcoming from China,\textsuperscript{29} as with the country’s nuclear programme. Pakistan could rationalise further acquisitions to its nuclear portfolio by arguing that a full operationalisation of Indian BMD "could embolden India's decision makers in a future conflict with Pakistan, to contemplate a pre-emptive counterforce strike".\textsuperscript{30} This hypothetical scenario would involve Indian targeting of Pakistani command-and-control assets, which "could add pressure on the defender to consider the early use of its nuclear weapons before these could be neutralized on the ground".\textsuperscript{31}

Social media is a crisis wildcard that is not often acknowledged as an emerging technology, but it can play a significant role in both cases explored above because of its still-developing role in communication. Real-time disinformation, misinformation, and political signalling via social media can accelerate and/or compound crises. Social media’s reach, actor diversification beyond the government and traditional news media platforms, and extraordinarily swift and mostly unchecked diffusion of content gives it immense power to constrain and enable crisis decision-making.\textsuperscript{32} It is increasingly becoming the conduit through which people and governments communicate. Its influence can limit or encourage crisis escalation, contributing to a puncturing of firewalls between the sub-conventional, conventional, and nuclear realms.

**Nuclear Weapons and Regional Security Complexities**

A STATE’S NUCLEAR choices are made within its national security and foreign policy calculus. It stands to reason that the geopolitical environment that states occupy will contribute to their nuclear decision-making. China’s efforts to credibly deter a nuclear-armed US may not be aimed at India, but will still have repercussions for India’s threat perception. As a domino effect, any developments in India’s nuclear weapons programme, even if in response to changes in the Chinese nuclear posture, will impact—or be used to rationalise—Pakistan’s nuclear calculations. These developments take place in a wider environment of regional inter-state tensions and evolving regional and global geopolitics. This section gives an overview of how these factors interact with nuclear thinking in Beijing, New Delhi, and Islamabad and Rawalpindi.
Inter-state tensions in Southern Asia

China-India and India-Pakistan are divided over long-standing territorial disputes. The Chinese People’s Liberation Army and the Indian Army have faced off along the Line of Actual Control since June 2020. China incurred into and occupied Indian territory in Ladakh, amid the raging COVID-19 pandemic. Clashes in Galwan Valley, involving combat with fists, stones, and poles, contributed to 20 casualties on the Indian side.

Nuclear weapons are not—and not expected to be—relevant to the India-China dispute. While there were fears of the Galwan stand-off escalating into war, most observers agree that it is unlikely to spiral into a full-blown conventional conflict, and certainly not to the nuclear level. The reason for this is simple: while India’s nuclear deterrent is driven by China, the latter’s is to deter the US. India’s nuclear weapons are peripheral in Chinese security thinking, except in the context of the New Delhi-Islamabad bilateral, or South Asia. Southern Asia includes China, thus denoting it as a regional (and not extra-regional) power at the same table as its South Asian neighbours. India and Pakistan, for their own reasons, find the Southern Asia framing to be an accurate reflection of regional trilateral dynamics, particularly in the nuclear domain.

India and Pakistan have maintained somewhat consistent levels of low-intensity conflict, with fluctuating annual ceasefire violations across the Line of Control. Pakistan’s ‘full spectrum nuclear deterrence’ is aimed at India, which it perceives as an existential threat. New Delhi’s main security concern vis-à-vis Islamabad is the latter’s support for sub-conventional conflict against India in the nuclear shadow. It involves state-sponsored terrorism against India, while threatening the use of nuclear weapons should New Delhi decide to respond militarily or violate any of Pakistan’s very broadly-defined redlines. This effort by a conventionally inferior Pakistan to seek strategic parity with India has long been successful in holding New Delhi to ransom.

More recently, the Indian political leadership has shown a greater appetite for risk-taking by exploring options for limited military responses against terror attacks by groups in Pakistan. In 2019, for example, the Jaish-e-Mohammad (JeM) claimed an attack on an Indian paramilitary convoy near Pulwama in Jammu and Kashmir. The incident caused at least 49 casualties. India responded with military force; for the first time since the 1971 Indo-Pak War, India breached Pakistani territory, with the Indian Air Force reportedly striking a JeM camp in Balakot in the Khyber Pakhtunkhwa region.

Tellingly, careful official statements and caveats clarifying that their objectives had been met—lest hostilities spiral to the nuclear level—have typically been issued in the immediate aftermath of such potentially destabilising incidents or instances of political grandstanding. For instance, this was seen after India’s Balakot strike, and by Pakistan after India’s accidental misfiring of the BrahMos cruise missile in 2021.

Regional and Global Political Competition

China and India are locked in a regional political face-off for primacy among the other South Asian states. China’s rising influence across the world, chiefly through strategic gains made via the purportedly collaborative and development-oriented Belt and Road Initiative (BRI), its military forays into the Indian Ocean, and attempts to rewrite international institutions form part of India’s security calculations. Further, the China-Pakistan relationship—with Pakistan’s nuclear development enabled by Chinese assistance, among other factors—contributes to New Delhi’s consideration of a two-front war. At the
same time, India's growing proximity to the US, and what this entails in terms of political and material engagement, is a cause for concern for both China and Pakistan.\textsuperscript{47} 

The language and vocabulary of the Indo-Pacific, which India champions, distinguishes itself from the characteristics associated with China's global ascendance, often encapsulated in the BRI. Some of the terminology that the US\textsuperscript{48} and India\textsuperscript{49} use frequently in official communications related to the Indo-Pacific include ‘rules-based international order’, ‘fair’, ‘open’, and ‘balanced’, traits they believe the Chinese system does not embody.\textsuperscript{50} One of its manifestations is the Quadrilateral Security Dialogue (Quad), which includes Australia, Japan, India, and the US. While it is framed as a cooperative framework for non-military collaboration, it is widely understood to be motivated by a collective interest in checking China's burgeoning influence.\textsuperscript{51} 

Of the four countries, New Delhi’s emphasis on the Quad’s non-traditional security aims is the most emphatic—a testament to its efforts to balance its partnership with Washington while minimising Beijing’s antagonisms. India’s balancing act acknowledges that global and extra-regional alignments could negatively impact its regional equations. It takes place against the geopolitical realities of initiatives such as AUKUS, under which the UK and the US will assist Australia in acquiring nuclear-powered submarines. Significantly, AUKUS also includes collaboration on emerging tech such as artificial intelligence, cyber, quantum technologies, and hypersonic capabilities. Other recent churns that will figure in the Chinese security narrative, and have knockdown effects for India and Pakistan, are the US’s political positioning on Taiwan and Russia’s invasion of Ukraine.

\section*{Conclusion} 

CHINA, INDIA, AND Pakistan understand that nuclear weapons are most effective when not used on the battlefield. Regional nuclear equations are thus stable to the extent that Beijing, New Delhi, and Islamabad view the utility of nuclear weapons through a political lens. They are each evolving their nuclear deterrents to make them more credible to different adversaries. But nuclear deterrence is not perfect. Its evolution can open it up to new vulnerabilities even as others are foreclosed. These very advances in nuclear enterprise could intersect dangerously with emerging technologies that are developing rapidly and simultaneously. Any fallout will have far-reaching implications for regional and global security.

\section*{Endnotes} 


Emerging ‘Disruptive’ Technologies and the Threat to Strategic Stability

Tanvi Kulkarni

Science, technology, and human intellect often meet at the intersection of the impacts on human society. Scientific discoveries and technological innovations affect the sociocultural, economic, and political life of human societies, and, more fundamentally, their perceptions and experiences of security. Technology⁴,¹ has been a driver of economic growth, social change, and national power, including military power. In the digital age, the understanding of national security and power is shaped, more than ever, by scientific advancements and access to key technologies. In turn, that understanding shapes the technological priorities for the present and future.

Technology is an important element of modern human societies’ state-making and security-making endeavours. The term ‘emerging technologies’ is frequently used in the context of states’ military capabilities and weapon systems. In that context, emerging technologies are those that influence military competition between states, and impact national and international peace and security. The assumption that the role of the ‘state’ is pervasive—directly or indirectly—in the emergence of new technologies makes emerging technologies a topic of great interest for policymakers worldwide. It is not unusual for global leaders and government officials to express concerns about existing and future technologies while assessing threats, challenges, and opportunities to their state’s national interests.²

With that premise, this essay examines why emerging technologies are generally seen as ‘disruptive’ in the context of nuclear weapons and strategic stability, and how this

⁴Science and technology are not synonymous. Science consists of understanding and explaining (through laws and concepts) the complexities of the universe, whereas technology is the practical manifestation of the ability to change the material existence of human conditions; technology gives science its ‘social character’. If science is curiosity, technology is strategy. The primary difference between science and technology relates to their scale, nature of output, impact on society, and accuracy to predict outcomes. Relative to science, technology has a lower accuracy of prediction of outcomes.
understanding shapes nuclear risk-reduction measures. It highlights that serious and urgent dialogues between states on the disruptive and destabilising effects of emerging technologies and strategic stability are crucial steps toward strategic and nuclear risk reduction.

Why are Emerging Technologies Seen as ‘Disruptive’?

EMERGING TECHNOLOGIES ARE generally considered to be those innovations whose potential effects and impacts on defence and security are not entirely clear, or remain undemonstrated and recessed. The most serious concerns about emerging technologies are commonly associated with their potential disruptive effects. This is a possible reason why the phrases ‘emerging technologies’ and ‘disruptive technologies’ are sometimes used interchangeably. Among those who employ these phrases, however, there is no consensus on what the terms ‘emerging’ and ‘disruptive’ specifically constitute. Some experts prefer to use the catch-all phrase ‘emerging and disruptive technologies’ to denote “weapons, support systems and subsystems that have been significantly improved or recently deployed—or could be rapidly developed in the near future.” Certain technologies are already in the process of being prominent and can be called as ‘emergent technologies’. For instance, artificial intelligence (AI), robotics, nanotechnology, blockchains, quantum computing, 3D printing, and hypersonic systems are all emergent technologies. Their military applications in the nuclear sphere, however, are still being explored.

In the realm of nuclear weapons, the uncertainty and ambiguity about the nature and scale of effects of emerging technologies beget the questions: Will emerging technologies cause nuclear war? Do they erode the state’s ability to launch a pre-emptive and retaliatory nuclear strike precisely? Do emerging technologies or their impacts warrant changes to states’ nuclear doctrines and postures? Emerging technologies, in different ways and to varying extents, can affect how states conduct their nuclear operations, how their command-and-control systems function, how they manage deterrence stability, crisis communication and escalation control, and the prospects for arms control and disarmament. A technology, its application, or their combination, is considered consequential, particularly if it affects the three strands of strategic stability—deterrence stability, arms race stability, and crisis stability.

Of the range of emerging technologies that now operate along with conventional and nuclear weapons systems, the military applications of hypersonic systems, anti-satellite weapons, directed energy weapons (DEWs), offensive cyber capabilities, AI applications for information warfare, lethal autonomous weapon systems, and dual-use weapons systems are considered to be most destabilising to strategic stability. Hypersonic weapon systems and DEWs are especially worrying because they significantly shrink decision-making time during crises and incentivise escalation. Their ‘use-it-or-lose-it’ character incentivises first-mover advantage, making them very high-impact weapons. Although not entirely new to nuclear operations, the applications of cyber and AI for offensive uses have grown exponentially. These applications can interfere with nuclear weapons systems to constrain, confuse, or malfunction them, increasing the vulnerability of nuclear forces to preemptive, inadvertent, and accidental launches. Whereas AI-related threats are especially difficult to predict, the effects of cyber operations are exceedingly difficult to control.

---

5 NATO defines a disruptive technology as, “Those technologies or scientific discoveries that are expected to have a major, or perhaps revolutionary, effect on NATO defence, security or enterprise functions in the period 2020–2040.”
6 Directed Energy Weapons can absorb a nuclear attack and degrade an adversary’s command-and-control systems. They are, therefore, seen to be destabilising because they challenge the adversary’s second-strike capability.
Emerging technologies are also prone to be considered disruptive by states because the pace of technological innovations far outdoes that of policymaking. Governments are simply unable to keep abreast with the rate of innovation taking place outside their direct jurisdiction, especially in the private and commercial sectors. This is the case, for instance, with AI, biotechnology, and cyber activities. Managing the societal, political, and normative effects of these technologies is a tremendous challenge for states and international institutions. Unless governments can regulate access and exercise some control over their potential effects, the emergent and emerging technologies are deemed to be ‘disruptions of legal and regulatory orders’.

During relative peacetime, government interest in the military applications of these technologies can be significantly high to gain comparative defence and security advantages on the battlefield during crises. Rapid advancements in technologies not only impact national security, but they also render existing instruments and institutions of global order anachronistic. The Nuclear Non-Proliferation Treaty (NPT), for instance, which has been at the cornerstone of the global nuclear order for over 70 years, has struggled in recent decades to keep up with the speed and spread of technological innovations. The basic skills and the know-how required to make nuclear weapons are also more widely accessible now than in the 1960s and 1970s when the NPT was designed. Several non-nuclear weapons states within the NPT have made advances in the technical know-how and technological capabilities that have implications for nuclear proliferation. These changes have made the treaty’s definition of ‘nuclear capabilities’ redundant. Another component of the global nuclear order that has been blunted by emerging technologies over the last several decades is traditional arms controls. Even in the 1970s and 1980s, traditional or structural arms controls, which focus on the quantitative aspects of military forces (through restrictions on the numbers of forces) were unable to keep pace with the ambiguous nature and rapid changes in conventional and nuclear military technology. Today, with highly decentralised and dual-use technologies like AI and omni-use capabilities like cyber systems, traditional arms controls are at the risk of becoming obsolete.

Finally, popular narratives also accentuate the disruptive quality of emerging technologies, particularly in the context of nuclear weapons. In June 1983, then US President Ronald Reagan panicked when he watched WarGames, a science-fiction Hollywood movie. The film showed an American whiz-kid accidentally hack into the North American Aerospace Defence Command’s computing programme. The programme mistakes this as an imminent Soviet nuclear attack and prepares to launch a preventive US nuclear first attack, triggering an inadvertent nuclear war. Quite disturbed by what he saw, Reagan authorised a series of White House meetings and studies, which led to congressional hearings and the first US national policy on cyber threats. The episode brought to light serious concerns and troubled conversations among US defence bureaucrats with regard to threats like hacking, cyberattacks and cyberwars from then-emerging automation and computing technologies. American movies may have inspired Reagan but even today, science-fiction thinking is a widely used approach for imagining the implications of emerging technologies and the future of war and conflict. The science-fiction imaginations of nuclear crises are generally and reasonably that of dystopia and oblivion.

---

For instance, many countries have acquired relevant dual-use technologies or conventional weapons systems powered by fissile material, like the nuclear-propelled submarines.

Omni-use capabilities are those which “could be used for a range of purposes simultaneously, from improvements in healthcare and infrastructure to exceptionally efficient surveillance and military operations”.

American science-fiction movies had a significant influence over Ronald Reagan’s thinking and his administration’s policies. More famously, Reagan’s Strategic Defense Initiative was inspired from the notional orbital laser missile shield from the Star Wars movies.
Scholarly studies have noted, however, that emerging technologies do not produce a monolithic effect when combined with nuclear strategy. These technologies have varying, sometimes even contradictory, effects on strategic stability and nuclear deterrence. Different applications of the same technology may also produce varying and contradictory effects. Moreover, these effects may differ during peacetime, crisis, and wartime. While some technologies undermine crisis stability, others undermine arms race stability; some can produce escalatory pressures and raise risks of inadvertence and accidents; and some others create “dual-use security dilemmas”, blurring the boundaries between conventional and nuclear war. Some nuclear researchers and technology experts have argued that the same technologies that are perceived as disruptive during crises can have a stabilising effect on nuclear deterrence during relative peacetime, but such potential of technologies is overlooked to emphasise the negative impacts. For instance, AI applications related to intelligence, surveillance, and reconnaissance, situational awareness, early warning, command and control, human-machine coordination, and network empowerment can help to increase survivability of nuclear forces, collect accurate information, effectively process battlefield conditions, and enhance transparency, all of which have a relatively positive impact on strategic stability.

Whether the impacts of these technologies on strategic stability will be mostly negative or positive also depends on many allied factors, such as the social and institutional contexts in which these technologies are embedded, the levels of technological readiness, increased geopolitical competition, attitudes of leaders, and the social, cultural, economic, and geopolitical contexts in which norms, policies and regulations around applications of technologies are designed. The tendency to excessively focus on technological drivers of instability and escalation overlooks the critical role of political and strategic choices of governments in shaping the impact of technology.

Need for Dialogue and Risk Reduction

As more and more technologies creep into the domain of military competition, there is growing concern among scientists, experts, and policymakers alike about the implications of the military-technology nexus on strategic stability. There has been a sharp rise in the literature on advancing the conversations about which technologies impact nuclear stability and how. But despite the growing scholarship on the strategic consequences of emerging technologies and serious concerns vis-à-vis the potential challenges and opportunities of these technologies, governments have been slow to discuss the implications of emerging technologies on strategic stability and nuclear escalation through systematic multilateral channels of dialogue. The United Nations’ Under-Secretary-General and High Representative for Disarmament Affairs has noted that while “developments in a variety of technologies are diminishing predictability, shared understandings and trust, while raising the risks of misperception, arms races, and...”

---

9 This is especially the case with AI applications.
10 This concept was introduced by researcher Amir Lupovic: “A dual-use security dilemma occurs when actors face an opponent that wields technologies with both civil and military/harmful applications.”
11 Technology readiness level is the method for determining the maturity of a technology during the production, acquisition, deployment, and employment phases. Maturity levels are affected by technical, legal, regulatory, ethical, normative, and state-specific barriers to technology development.
12 In August 2022, at a Tenth Non-Proliferation of Nuclear Weapons review conference side event, the US National Nuclear Security Administration noted, “The emergence of new technologies that significantly lower the barrier to proliferation, an explosion of open-source research, and the proliferation of new types of warheads and delivery vehicles all require reciprocal advancements in verification capabilities” and called for “the international community to work together to address this daunting challenge.” This was followed by a brief mention in the Tenth Non-Proliferation of Nuclear Weapons review conference’s draft final document (in para 37a on nuclear weapons states’ commitment): “to intensify regular dialogue among and between the nuclear-weapon States, and with the non-nuclear weapon States, on nuclear doctrines and arsenals, ... as well as on the potential implications of emerging technologies.”
potential escalation through miscalculation, none of the nuclear weapons-related forums are discussing the intersection between technology and nuclear risk, adding to decreasing transparency and a climate of misperception. The Under-Secretary General also pointed that this dearth of dialogue was especially problematic because “some nuclear doctrines now carry the possibility of a nuclear response to any attack on critical infrastructure, potentially including a cyberattack, and where space-based assets are considered critical infrastructure”. The ominous warning is especially apposite against the backdrop of the Russian invasion and nuclear signalling in Ukraine.

There is a lot yet to be understood about the stabilising and destabilising effects on emerging technologies in the nuclear realm. It is, therefore, imperative to first determine the implications of these technologies on different components of strategic stability and then to explore new governance structures, tools, approaches, and processes to regulate or constrain those impacts. For this, governments will have to narrow, if not remove the organisational silos in which government officials currently look at emerging technologies and nuclear weapons. The major military and nuclear powers must be at the forefront of multilateral dialogues and conversations on the destabilising effects of emerging technologies because their potential to acquire, access, produce, and deploy highly complicated emerging technologies far exceeds those of other powers. This task, however, should not be left to their governments alone, since most forward-looking technological expertise usually lies outside. Therefore, government engagement with the private and commercial sectors is critical to determine and address the destabilising and disruptive implications of emerging technologies.

The answers to technological implications on strategic stability are embedded in the overarching questions of power and international conflict. As geopolitical tensions rise, a serious and systematic international dialogue on military and particularly dual-use applications of emerging technologies should be a key part of the path of risk reduction. In an environment of deep mistrust and frequent crises, however, reorienting conversations towards employing emerging technologies for risk reduction is as challenging as it is urgent. Public engagement toward policies governing and regulating military applications of emerging technologies is crucial in this regard.

Finally, conversations and dialogues on emerging technologies and risk reduction are futile without strategic stability dialogues. Parity and mutual vulnerability can no longer be determined simply by the quantity and quality of nuclear arsenals. The strategic potentials of emerging technologies, including the ‘entanglement’ between commercial, conventional military, and nuclear weapon systems, and their ability to incentivise escalation, are forcing a redefinition of the core tenets of strategic stability in the contemporary global order. Strategic stability dialogues are, therefore, crucial for determining the policy responses to the disruptive effects of emerging technologies.
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Ethics
Humanitarian surveillance of connected migrants

Veronika Nagy

Introduction

MIGRANTS AND REFUGEES—who must rely on humanitarian aid for their survival—are considered among the most vulnerable populations in the world. In recent years, service strategies that use mobile technologies have been developed to provide fast, transparent, and efficient services to displaced populations. After the migration crisis in 2015, with the influx of newcomers in the Schengen region, various governance initiatives have been undertaken to support civil society in their tasks to provide digitised infrastructure that will enable low-access services not only in the destination countries, but also outside their geographical area.

A number of international NGOs like UNHCR, Red Cross, and Doctors Without Borders receive funding from the UN and other bodies such as the European Union (EU) for the provision of immediate support for migrants and their integration in their new community, and to bridge all levels of government (national, regional, local) for the sake of “effective migration polices.” New tools are being provided to collect, store, share and analyse personal information of migrants and their relatives, which could then be shared with local or national authorities. Subsequently, authorities became dependent on the data collection of NGOs and associations that were instrumentalised and activated to create an integrated information system.

Though basic registration was always part of the tasks of humanitarian organisations, their presence and first-hand contact with refugees or asylum seekers has also contributed to their complex role in digitised administrative decision-making. Neoliberal governments, including the EU, create pressures on NGOs to increasingly...
reinforce the need of efficient and sustainable service provisions by rapidly increasing data processing and identification practices, including biometric authentication systems.a,b

Engagement with automated decision-making has become a necessity for humanitarian organisations that are dependent on structural funds. In some cases, collaboration with data sharing has been normalised in their practices, such as the service provision of UNHCR and Red Cross.7 Preserving the anonymity of clients, political independence, and providing aid without conditionalities, are the essential principles of civil society. However, data collection, storage, and exchange and in some cases even digital tracking of clients become part of everyday practices of humanitarian network.8 Social, financial, and emotional support become provisional based on personal data sharing and collaboration with local, national, or even with third-party migration agencies. Humanitarian service providers, due to their position in the field, are increasingly being included into networks of digital border control—this carries the risk of exposing refugees and migrants to administrative and penal repercussions.9

Indeed, there are growing concerns over data sharing and privacy issues of migrants as humanitarian aid has not been safeguarded from the pressures of surveillance culture. As most humanitarian organisations are generally funded by supranational governments, even “governmental and humanitarian biometric data collection from refugees and migrants has been normalised with the additional risk of putting already-marginalised groups in greater danger of having their personal data used against them.”10 While digitised data systems are growing and AI technologies slowly take over humanitarian services, increasing populations of migrants become unintended victims of unethical data sharing practices.

This article highlights three core elements that should be challenged in considering the technology-based interventions applied in humanitarian assistance. It focuses on digitised software and data systems and excludes the subjects of hardware technologies like drones.11 It highlights issues of informed consent; data collection such as biometric data use; and digital litter.5 In order to prevent future harms of humanitarian interventions, there is a need for a better understanding of how NGOs operate with the online data of their clients and how they inform them about the potential consequences of the abovementioned issues.

**Is there 'informed consent' in humanitarian services?**

DATA COLLECTION ON vulnerable groups whose lives depend on immediate humanitarian aid triggers several questions regarding principles of free choice in information sharing and the role of transparency in the process and administration of informed consent.c Can we expect that people in emergency situations...
are able to objectively consider and possess the sense to reject or withdraw their consent for data collection? And in terms of data sharing, do they fear repercussions, such as exclusions from services; to become the subject of suspicion, or even to lose their right to asylum elsewhere if they do not give full consent? Unfortunately, latest empirical studies show that these are realistic expectations. As the cases of UNHCR have illustrated in the recent years, potential beneficiaries of humanitarian aid are excluded if they do not cooperate with intrusive requests for their data.\(^\text{12}\) The datafication of NGO clients in the field of migration support has well-known risks regarding their asylum applications in host countries, risks of identification by politically hostile authorities, and also being tracked by their social networks. As Theodora Gazi (2020) has noted:

> Although the need of the NGO to record humanitarian needs and displacement patterns is evident, there is not a “one size fits all” legal basis for data collection. In reality, determining the legal grounds for processing information is not straightforward. First, while consent is considered one of the most common bases for processing, in many cases, it could be invalid during humanitarian interventions. Consent must be freely given, specific, informed and unambiguous (article 7 and recital 32 of the GDPR).\(^\text{13}\)

Communication with applicants has been the core argument for clear agreements on consent, but the issue is far more complex than providing information and ensuring that one can withdraw their consent even after availing humanitarian services. Data collection of NGOs has become more complex in the last decade as governments are demanding access to data collected by humanitarian organisations, justified by security needs such as to counter a terrorist threat or espionage. This puts NGOs under pressure with new accountability policies. With these developments, humanitarian organisations have had to invest in digitised administrative systems of third parties, often big tech companies, to keep their activities sustainable and to remain transparent for legal monitoring. Such securitisation processes tend to reduce the discretionary power of NGOs and increase their control over personal information. Consequently, unconditional support has become almost impossible for unidentified beneficiaries in the field of migrant humanitarian aid. Consent on data sharing seemed to have turned into a precondition for saving lives. Although it should be a matter of choice, when providing vital assistance to people in need, the importance of informed consent is neglected. NGOs must refrain from using this legal basis when collecting data from vulnerable people to provide assistance. In 2020, Gazi wrote:

> Moreover, when data is collected based on consent, assessing a person’s vulnerability involves understanding the social and cultural norms, so that the choice is not made for the population. In any case, it is imperative that goods and services are not withheld, even if individuals are not willing to consent to the processing of their information.\(^\text{14}\)

Organisations should rely on vital interest such as distribution of food, water, and medical assistance as legal basis, when data processing is necessary to protect someone’s life, health or security.\(^\text{15}\) Simply put, legalities, structural pressures, and the cultural context should not shape the decisions around informed consent of refugees as a requirement for basic provisions. Besides the challenges of informed consent, there is an additional role for NGOs in the surveillance mechanisms of migration control. Providers of humanitarian aid are not only mandated to collect and share the data of their beneficiaries but are also forced to check and screen them. While they need to monitor their identities, they must also assure their funders about the legitimacy of their service use, regularly monitored by trustees and external authorities.
The neoliberal funding structure and security narratives on terrorist threats have made migrant-rights NGOs slowly turn into the extensions of border policing agencies, exposing their beneficiaries to third-party interests. A 2021 study by the International Society Centre noted:

NGO data is sometimes also shared with donors to obtain funding or as part of specific data-sharing agreements. Each contractual arrangement with commercial service providers, be it outsourced IT services, such as the storage and data analysis, or simple bank and mobile pay transfers, disclose identity and information about aid recipients. Those who manage the personal data, the senior NGOs managers, and data protection officers, are aware of the issues at stake.16

NGOs testify as to how they must adhere to migration policies due their own vulnerabilities and the urge to remain sustainable. Service providers are experiencing reduced autonomy amidst increasing regulations, fines, and monitoring. As revealed in surveillance studies, INGOs even tend to implement extra control measures on personal data collection of their beneficiaries to ensure their reliability and to protect their position in the field of NGO services.9 In other words, consent for data sharing becomes merely tokenistic in the process of providing humanitarian aid to refugees and migrants. One intrusive development in this process—which illustrates the complexity of state, corporate, and NGO relationships—is the increasing use of biometric authentication systems.17

The Biometric price of humanitarian aid provision

THE FIRST NOTABLE case of humanitarian agencies applying biometric data collection was that of UNHCR and WFP in Jordan, in 2013. IrisGuard, as a contracted data management partner, participated in experiments with iris scans to govern the registered refugees and their financial transactions in refugee camps in Jordan. While refugees seem to have had no choice but to enrol into the system as a precondition for payments, there were no real considerations to refugee consent in terms of data sharing, and the registration of biometric data of refugees became a subject of corporate interest. Beneficiaries of UNHCR could access support only if they unconditionally cooperate with their registration practices and hand over their personal biometric data in exchange for basic provisions such as food. Meanwhile, this digitised control technology is increasingly being implemented by the World Food Programme (WFP), which does not have a privacy policy included in the contract with IrisGuard on data storage.18 Such private companies collaborating, supporting or funding humanitarian organisations often remain out of sight, while their lobby activities and market interests deeply impact these administrative practices of NGOs.19

---

16 See also discussion on the limitation of national legislations by Karl Steinacker and Katja Lindskov Jacobsen, 2022: “It can be said that NGOs fall under the jurisdiction of the country where they operate. That might reassure the public in the countries of the North where data protection laws have been passed and are being enforced. However, on a global scale, as more and more governments enact data protection laws, we are in the paradoxical situation that NGOs often face new obligations to disclose personal data in support of national sovereignty and security issues. Countries like Turkey and Rwanda have modelled their data protection laws following the example of the European GDPR and demand that personal data of their citizens and residents is kept exclusively on servers on their territory. But NGO data is sometimes also shared with donors to obtain funding or as part of specific data-sharing agreements. Each contractual arrangement with commercial service providers, be it outsourced IT services, such as the storage and data analysis, or simple bank and mobile pay transfers, disclose identity and information about aid recipients.”

17 Data Protection and Biometrics: Scanned by International Aid Organisations – The International Civil Society Centre (icscentre.org)
Yet, corporations like Palantir, Amazon, or IrisGuard carry a shared responsibility to respect and promote users’ rights, and collection of data, independent of local legislation. Their work must be in line with the principles of necessity and proportionality. Therefore, the need for transparency on NGO and state-corporate collaborations is essential to ensure accountability when serving those forcibly displaced, like refugees struggling to exercise their fundamental rights.

Other cases in Yemen and Bangladesh have also raised awareness on the complexities of biometric data use by WFP and local governments. Though the UN has warned about the increasing shift of goals in their food assistance practices, with the growing dependency on corporate funds, INGOs experience pressure of companies using their facilities as a human laboratory. According to research by Reuters, “WFP had been unable to implement agreements with the Houthis on registration of people in need, including biometric system, using iris scanning, fingerprints or facial recognition, to support aid delivery.” With 10 million people per month dependent on WFP, its officials could not give an assurance that all the assistance goes to those who need them most, because WFP is not allowed to operate independently and aid is being diverted for profit and tech development purposes.

With these dependencies, humanitarian organisations not only lose their autonomy, but also the trust of their partners in the NGO networks. Beneficiaries raise awareness about the unintended effects of these practices via social media and rapidly learn that no information is provided about the risks of written consent for biometric data collection. Many grassroots organisations warn INGOs about the limitations of transparency, that beneficiaries have often limited or no access to their own data or to query that data, and there is no recourse open to them. Often the deletion of personal data is not even possible and refugees as pure data subjects are excluded from information about data breaches and data sharing arrangements of their aid providers, especially in cases when they collaborate with nation states. These concerns widen the fissures between different humanitarian organisations and increase the barrier against cooperation between NGO networks.

To be sure, contracted NGOs make many attempts to justify their practices and show their reliability through financial audits. However, data audits of NGOs remain an exception. Operations, security processes and strategies for protecting critical and sensitive data are rare within organisations and absent at an inter-organisational level. Self-regulation is the norm, rather than independent oversight. While many NGOs are concerned about their role in data collection for corporate and governmental purposes, they are also part of the securitisation processes of migration control measures. They also agree to disclose detailed information on their tasks and arrangements, including their digital waste.

**Data waste or wasted lives**

Online applications, information platforms, and internal data systems become the heart of law enforcement practices in migration management. With the digital solutionism, many humanitarian service providers collect and sometimes leave their data unprotected and expose refugees to unintended risks. For instance, in cases of emergency in conflict countries, or due to unexpected environmental or financial matters, they may leave the administration behind. For instance, in the latest case of Afghanistan, as Steinacker and Jacobsen were quoted:

“When western military and civil organisations evacuated their personnel from Afghanistan, large amounts of sensitive personal data, including biometric data, was left behind. Only time will tell whether that data has been adequately protected and
cannot be abused. Closer at home, the German Red Cross received the 2018 edition of the Big Brother Award from a civil society organisation for its digital system of asylum shelter management. The Red Cross software instituted humanitarian surveillance and total control of the asylum seekers and refugees by movement tracking to and within the shelter, detailed recording of medical checks, food consumption, relationships, religious and ethnic affiliations and much more.28

As has been pointed out since what is called the “migration crisis” of 2015, there were many similar or even overlapping systems developed to support refugees in different settings and geographies, but it remains unclear how many of them still exist or are up to date. The impetus to offer better organised, authoritative information for refugees represents, somewhat ironically, one factor behind the spread of digital litter. Much of the enthusiasm for tech solutions in the wake of the European crisis quickly dissipated: some tech startups tried to reinvent the wheel or designed apps without enough attention to privacy and security issues. Others lost funding and folded. As Meghan Benton wrote in 2019 in an article on ‘digital litter’:

One particular problem was a proliferation of apps whose whole raison d’être was to be the “default” one-stop shop for refugees, for instance by consolidating information about local services or job opportunities….most of the 169 civic tech projects for refugees launched in 2015 and 2016 had become inactive as of July 2018….But many of these offline deaths did not receive the online burial they needed.29

One of the biggest platforms designed to help migrants and refugees navigate complex admissions systems, MiGreat, folded in 2016 because of funding issues. Its website—full of old but undated information with no message that it was no longer being updated—lingered for years. Most of the problems associated with the digital litter has been associated with the consequences of the neoliberal funding culture. Benton argued:

“Part of the blame lies at the hands of policymakers, NGOs, and civil-society organisations that seized on the tech hype to create maps or digital platforms aimed at migrants and would-be asylum seekers. Default platforms to consolidate information were sometimes based on time-limited funding, leaving no one to perform updates after the project ended. In addition, in academia research reports often reference old initiatives or create an insular effect where they all refer to one another, regardless of their reliability.”30

In sum, not all information should be shared, digitised and distributed for the sake of migration assistance.

**Conclusion**

THE FUNDAMENTAL PRINCIPLES underlying data collection and informed consent need to change. First, beneficiaries of humanitarian aid organisations should be included in the decision-making processes and in the development of protocols.

To be sure, there have been many new policies introduced for the protection of migrants in terms of data protection and privacy, including the privacy notices of Oxfam,31 policies of bigger international organisations such as Save the Children,32 Médecins Sans Frontières,33 or the Swedish Organization for Individual Relief.34 In practice, however, NGOs appear to be less than keen to comply with these rules, or to provide informed consent.
Empirical studies show\textsuperscript{35} that promoting digitalisation in countries where humanitarian aid is needed seems to be more important than data protection. This is often explained by financial pressures and the conflict of interests with the EU and local authorities. This is not to say that the problem is unknown and that there is no constructive engagement of NGOs to protect digitised private data. Many civil society actors recognise the emergence of unforeseen risks related to the use of personal data that have been collected in many different contexts. They now advocate for intensified discussions of approaches to responsible uses of personal, in particular biometric data and for safe storage of information provided by their beneficiaries.\textsuperscript{36}

Meanwhile, the trend towards surveillance and biometric overkill continues, including even the collection of DNA data. Data subjects should be protected from such protocols and should receive proper information in all stages of their administrative process. It is essential that humanitarian aid workers are not forced to get clients registered and that international NGOs, like UN agencies, cannot escape public scrutiny because they are immune from challenge before a national court. All data collectors in civil society should institute appropriate oversight bodies and provide recourse procedures for their data subjects. Auditing and monitoring should be subject to new protocols including the right to be forgotten and the right to reject data sharing or data storage for all beneficiaries.

If countries, civil society, and education institutions are serious about expanding protection to those in greatest need rather than those who already have considerable resources or pre-existing social networks in destination countries, they should consider ways by which to better tailor information to people who may have limited institutional knowledge and understanding of how to navigate unfamiliar systems. At the same time, governments, social enterprises, foundations, and others focused on the provision of information or services to refugees and migrants would do well to clean up their digital litter and develop new strategies for sustainability. A few rules-of-the-road can be identified to prevent the problem from escalating during the next crisis.
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IN THE LATE 1800s, large cities around the world depended on thousands of horses to transport people and goods. This massive number of horses generated between 15 to 35 pounds of manure per day, a problem captured in the news in 1894 when *The Times of London* predicted that “in 50 years every street in London will be buried under nine feet of manure.” The ‘great horse manure crisis of 1894’, as the situation eventually came to be known, was debated again in 1898 at the world’s first International Urban Planning Conference in New York, but no solution was found. It seemed urban civilisation was doomed to drown in horse faeces. But even as planners struggled to solve the crisis, automobile technology had matured to the point where it was affordable at scale. In the early 1900s, it became cheaper to own a motor vehicle than a horse-drawn carriage, and by 1917 horse-drawn vehicles vanished almost entirely. What was once thought to be an insurmountable threat to humanity’s existence disappeared in little over a decade, and the entire incident is now a barely remembered footnote in human history.

India now has its own version of the great horse manure crisis—the great case pendency crisis. Pendency in Indian courts is at an alarmingly high level, with ~71,000 cases in the Supreme Court (as of 22 August 2022), ~59 lakh cases in 25 high courts, and 4.13 crore cases in subordinate courts (as of 29 July 2022 for both). Sixty-six percent of all civil disputes in India are related to property/land issues; approximately 20 million people (or less than 2 percent of citizens) have availed of legal aid in the last 25 years, even though 80 percent of the population is entitled to it; and the overwhelming majority of Indian citizens are not aware of their basic rights and entitlements. Notably, pendency has become worse, not better, in the last five years.

Quite like the urban planners in the late nineteenth century, we have looked at this problem with the same mindsets that created it, asking largely misguided questions—How can we resolve cases more efficiently (using largely the same processes)? How can we prioritise more important cases (within the same broken process)? How can we strengthen the capacity of the courts (assuming it’s a capacity problem)?
Instead, like the disruptive automobile innovators of the early twentieth century, we must ask ourselves the more fundamental questions related to the needs of citizens, businesses, and society that are not contained within the answers we have traditionally relied upon. Questions such as: How can a citizen receive an empowering answer to their legal query instantly and in their own language? How can certain types of disputes be mitigated early and, if that is not possible, resolved amicably and quickly? For disputes best resolved in courts, how can priority matters that concern lives and livelihoods be quickly identified? How can we quickly prevent fraud and exploitation through more secure systems of property and worker rights?

Legal empowerment in the 2020s cannot merely be restricted to providing legal literacy but must also involve a reimagining of our public and private justice systems to empower citizens to improve their lives by resolving conflicts, securing their assets, accessing their rights and entitlements, and building trusted relationships. Artificial intelligence (AI) can help make this little hop towards genuine legal empowerment a leap.

**AI for Legal Empowerment**

AI is largely made possible because of the underlying meanings, patterns, and relationships in information. The pillars of law and justice—the laws, judgements, documents, and titles—are often forms of code, be they laws as lofty as the Constitution of India or as pedantic as the Standards of Weights and Measures Act 1976, or contracts as simple as a non-disclosure agreement or as complex as shareholder agreements. Indeed, developing AI models that can understand legal language and information is not just possible but highly probable, and it will be able to do truly remarkable things. These include enabling the translation and transliteration of speech into text and vice versa to ensure greater accessibility of legal solutions in the vernacular languages; helping create smart summaries of laws and judgements to support both lawyers and citizens; understanding legal concepts within laws and judgements to create legal aid chatbots; and helping give a rough prediction of the duration and outcome of a case. These are some capabilities of AI that already exist and are being used to ensure greater access to justice.

The leap lies in going beyond solving these known issues and making new things possible. To imagine these in one shot would defeat the purpose, but one can envision a future where citizens are guided in their commercial and property dealings on the most secure ways to proceed, where it is possible to prevent unintended outcomes of bad laws by testing law in a social context, where disputes are mitigated by intelligent systems that guide transacting parties towards conflict avoidance, and where judicial officers are ably assisted through intelligent inputs pertaining to the laws and the impact of their decisions.

Making this happen in an empowering, inclusive, transparent, and collaborative way is our generation’s task. Even in the harshest of conditions, innovators and entrepreneurs find a way. India also has a generation of entrepreneurs building AI for law and justice applications. We have already seen innovative solutions such as AI-led contract drafting and review tools, smart prison and legal Enterprise Resource Planning systems, comprehensive legal search across multiple sources, document automation software-as-a-service. 

---

*The Supreme Court has developed a dedicated open-source judicial domain language translation tool called SUVAS (Supreme Court Vidhik Anuvaad Software) to translate judicial documents from English to nine vernacular languages (Marathi, Hindi, Kannada, Tamil, Telugu, Punjabi, Gujarati, Malayalam, and Bengali).*
platforms, lawyer-client match-up services, automated stamping registrations and compliances, and AI-led digital property due diligence. We have also seen Indian courts experimenting with AI technologies to provide translations to increase access to the judgements. Their work is precious and necessary.

**Open AI: Digital Public Goods**

THERE ARE TWO problems with the current approach to AI-based solutions—the tools being developed are usually proprietary, and creators rarely collaborate. Consequently, AI tools require significant private investment, and, as has happened in India, the best tools are built behind closed doors with no pathway to sharing. Tools for public purposes, including judicial system analytics, research, and citizen services, are non-existent. This holds back the creation of new and improved solutions with modest investments, most seriously impacting the creation of tools for non-commercial purposes. Rather than rapidly building on each other’s work, each innovator begins from scratch by training models for similar functionalities.

The answer is the creation of essential AI public goods, such as baseline AI models, datasets, benchmarks, and reference solutions. These are expensive and time-consuming artefacts but have a high repeat value, as the same AI model can be one of the critical components of different products. For instance, an AI model that helps identify the different components of a judgement and structure it accordingly (facts, arguments, analysis, precedent, decision, ruling of previous courts, and so on) can help operationalise solutions like automated bail recommendations, case lifecycle prediction, automatic charge identification and punishment calculation, precedent search and the like. This is not to say that these solutions will not require many more foundational technologies, apart from judgement structuring, to become operational.

Without these public goods, the cost of innovation and experimentation increases drastically, creating an environment where highly funded and resourced individuals and institutions are the only ones that can harness the value of AI. Conversely, with these public goods, we could see tremendous innovation for different actors, including citizens, lawyers, judges, and governments. We would also see a faster experimentation cycle of different products for various problems, and a proportion of these experiments turning into successful and critical solutions.

A burst of innovation has always followed the emergence of such AI public goods. In 2008, American computer scientist Fei-Fei Li and researchers at the University of Illinois-Urbana Champaign and Princeton University began work on ImageNet to categorise millions of images that could improve image and character recognition by machines. By April 2010, there were more than 11 million images in 15,000+ synsets categorised through crowdsourcing on Amazon’s Mechanical Turk platform. The ImageNet database now contains more than 14 million annotated images. Since being launched, ImageNet has given researchers a common set of images to benchmark their models and algorithms. In turn, this has driven research in machine learning and deep neural networks, making it easier to classify images and complete other tasks associated with computer vision. In just seven years, the accuracy of classification models rose from 71.8 percent to 97.3 percent. These models, a large part of which is open-sourced, now form the basis of the Facebook system that tags your photos, navigation systems of self-driving cars, and even

---

9 To find more ways to spur co-creation in a largely proprietary-models-led ecosystem, we need to come up with different incentive structures. One such solution has been proposed by attorney Rahul Matthan when he says, “We could consider contributory royalties that will allow those on whose intellectual property a new innovation was based to receive a proportion of the revenue that appropriately recognises their contribution but at the same time provides enough of a monetary incentive for new inventors to invest the time and effort required to innovate.”
AI diagnostic tools to find anomalies in X-rays. Basically, any AI computer vision application that has to do with images and videos uses this model.

Digital public goods, such as open datasets, open-source software, and open AI, are also having a huge impact in India. In August 2022, the United Payment Interface (UPI)—the foundational technology being used by several digital wallets for real-time financial transactions—processed over six billion transactions worth over INR 10 trillion. UPI, a public good, has been able to democratise access to digital payments. It has revolutionised payments for the retail sector and even attempted to bridge the digital divide to some extent.

Another instance is Bhashini, an initiative of India’s Ministry of Electronics and Information Technology (MeitY) and private partners like data sciences firm ThoughtWorks, to develop an open repository of Indian language models and datasets (universal language contribution application programming interface). They have solved for text-to-text and speech-to-text translation, automatic speech recognition, and even real-time speech-to-speech machine translation of different Indian languages. It is truly championing an open ecosystem of co-creation by inviting everyone to contribute to the ‘Bhasha Daan’, a crowdsourced initiative that allows everyone to contribute to the dataset of text and speech in various Indian languages.

Similarly, digital public goods in law and justice can greatly impact democratising access to justice.

**Collaborative and Open Legal AI Models: Digital Public Goods**

VARIOUS KINDS OF AI goods can enable multiple downstream applications in AI for justice. Many legal tasks underpinning downstream applications depend on certain legal document types—contracts, laws, property titles, and court judgements. The language contained in these documents is unique—coding for legal concepts, legal system culture, and a wide variety of interlinked data. Court judgements, for instance, contain an interlinked amalgam of system data (court, city, type of case), legal concepts (a vast universe from constitutional to commercial and beyond), facts, and relationships. Understanding this ‘language’ is no trivial effort. But even partial understanding, leading to some fundamental tasks, can unlock various possibilities downstream. For instance, an AI model that identifies the distinct parts of a court judgement—such as facts, relevant law, interpretations, or decision (also called ‘rhetorical roles’) —can significantly improve document search and legal research, and also enable new use cases such as judgement summarisation and document validation. Another example of a fundamental AI model can identify the important ‘entities’ in any judgement, such as the court, judge, petitioner, place, addresses, statutes, and so on. Such a ‘named entity recognition’ could, like rhetorical roles, support multiple tasks, including legal search, court administration, and case classification.

Importantly, critical digital public goods do not spring up in isolation; they result from the presence of vital public-minded actors such as governments, universities, large foundations, and arms of companies. More recently, public-minded technologists and domain experts (such as iSpirit, Beckn, Bhasini, OpenNyAI) have come together to create quasi-institutions that have led to the emergence of these public goods. Creating these public goods often requires large teams, digital infrastructure, and financial resources. For example, building datasets for justice applications requires gathering legal experts and building datasets on which AI models can be trained. The AI models are also very compute-hungry, especially when dealing with text data, which increases the cost of compute infrastructure. Lastly, given the multidisciplinary nature of the field, collaboration between experts across technology, academia, and industry is needed,
requiring a large team to synthesise and execute these projects. For instance, AI4Bharat, Indian Institute of Technology (IIT) Madras, IIT Bombay, IIIT Hyderabad, and MeitY’s Centre for Development of Advanced Computing came together as the dataset and model contributors for the Bhashini initiative. Additionally, Tarento Technologies, ThoughWorks, and AI4Bharat were the code developers, initial funding came from the EkStep Foundation, and Microsoft provided the initial platform credits.

An example of this in the justice space is the OpenNyAI initiative, an open and collaborative mission started in 2021 to develop essential AI public goods for justice (models and datasets) to bridge the gap between lawyers and technologists working in the sector, and develop a long-lasting community to shepherd the field in the years to come. The OpenNyAI mission—founded by education platform EkStep, justice sector catalyst Agami, National Law School of India University, and ThoughtWorks, and supported by an expert community that includes professors from leading universities such as IIT Kanpur and IIT Kharagpur, and entrepreneurs in the legal tech space—has already published a judgement rhetorical roles model and a named entity recognition model, and released reference solutions to trigger the uptake of the models.

In AI for justice, as in the models and datasets mentioned above, the process should be as open as possible to ensure auditability and transparency of AI creation. OpenNyAI relies on wide community consultation to generate the schemas for dataset creation. This is then turned into a massive open online course opportunity where university law students get to learn and contribute to an open-source AI for justice project. Various quality checks are done before the model is trained. One of the key challenges in the process is that despite being very technical- and rules-driven fields, experts and other actors often do not have a shared vocabulary or an understanding of the problem. Law students go through a steep learning curve while learning how to work on Label Studio (an open-source data labelling tool), understand the basics of annotation, and follow a process of learning, calibration, annotation, and adjudication. New processes and systems must also be established from the ground up for a crowdsourced annotated data activity for a legal AI model tailored for Indian legal text.

Our AI Future

IN THE INNOVATORS, a book on the people behind the birth of computers, Walter Issacson writes: “But the main lesson to draw from the birth of computers is that innovation is usually a group effort, involving collaboration between visionaries and engineers, and that creativity comes from drawing on many sources. Only in storybooks do inventions come like a thunderbolt, or a lightbulb popping out of the head of a lone individual in a basement or garret or garage.” Initiatives such as ImageNet, Bhashini, and OpenNyAI are focussed on doing a thousand little things to support such group efforts.

If India can develop a robust open ecosystem for AI in law and justice, it will also end up securing itself against many of the challenges associated with AI in sensitive areas such as law enforcement, decision-making, and entitlements. This is one of the reasons that an open approach is a must have and not a just a good-to-have for AI in law and justice. The open approach allows many actors to participate who might not be otherwise represented, especially the youth. It also enables full data and model auditability, ensuring that institutions employing these systems can ask questions about how accurate it is, what dataset it has been trained on, and so on.

---

Data scientists from within the OpenNyAI community are participating at SemEval 2023, the international workshop on semantic evaluation where their fundamental model of judgement structuring, entity recognition, and judgement prediction will be opened up to data scientists, researchers, and linguists from around the world who will participate to build better and more accurate models on the reference datasets provided. This task given to researchers is called LegalEval.
The US experiment with their case management and decision support tool, Correctional Offender Management Profiling for Alternative Sanctions (COMPAS), highlights the need for open and collaboratively developed algorithms of models operating in the law and justice ecosystem. In 2016, an appeal was filed in the Wisconsin Supreme Court questioning the six-year sentence awarded to a convict based on an assessment by COMPAS that the convict was at high risk of becoming a reoffender. The grounds of the appeal were that in considering the outcome of an algorithm whose inner workings were secretive and could not be examined, the judge violated due process. While the appeal was dismissed on the grounds that the sentencing was appropriate regardless of the COMPAS assessment, the ensuing public debate went on to show the importance of open and transparent designs of critical AI tools, and the challenges of over-dependence on a single AI tool in key public areas. The presence of multiple open AI models, collaboratively developed and evolved by a diverse community, will go a long way in mitigating the concerns around the application of AI in sensitive areas such as law and justice.

Justice has long been thought of as something that an institution like government, courts, or lawyers ‘give’ individuals. The future tools built on AI for law and justice technologies will empower every actor to make justice happen. By giving agency to citizens, particularly young citizens who feel the most alienated by institutions, AI can become a creative force, seen less as one magical solution, and more as a platform for endless creativity and problem-solving to close the justice gap once and for all. For this to happen, our AI future must be open, inclusive, and collaborative.
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THE ONGOING GROWTH in artificial intelligence (AI) research and development is prompting constant calls for addressing the accompanying ethical challenges. Indeed, over the past few years, various research institutions, government bodies, and private entities in different countries have issued principles and guidelines for the ethical use of AI. There remains little consensus, however, over universal ethical principles and how to implement them. The imperative therefore is to understand the similarities and differences in AI ethics discussions across different geographies, and explore the existing gaps in these debates. Crucially, if the ultimate goal is the ethical development and deployment of AI, are efforts towards codifying and devising high-level ethical AI principles even a fruitful exercise?

This article examines current efforts towards developing ethical principles related to the development and use of AI. It describes the landscape of discussions on ethical AI principles and the different stakeholders in this space. It also examines the points of convergence and divergence between the various AI ethical guidelines, as well as their gaps. The article closes with specific recommendations for the way forward.

**Discussions on AI Ethics: Current Landscape**

A.I. IS BEING deployed in ways that touch people’s lives, whether in healthcare, financial transactions, or the criminal justice system. Advances in AI can have profound impacts across varied societal domains, and in recent years, this realisation has sparked ample debate about the values that should guide its development and use.

States and international organisations have reacted to these societal concerns in various ways. Some have formed ad-hoc committees tasked to deliberate and provide recommendations on the subject. Examples include the United States National
Artificial Intelligence Advisory Committee (NAIAC) that dispenses advice to the president and various federal officials; the expert group on AI at the Organisation for Economic Co-operation and Development (OECD); the High-Level Expert Group on AI formed by the European Commission; and the Select Committee on AI appointed by the UK Parliament’s House of Lords. These bodies have either drafted or are currently drafting policy documents on the ethical, economic, and social implications of advances in AI.

Similar efforts are underway in the private sector. Companies that are at the forefront of AI development like Google, IBM, Intel, Microsoft, and Sony, have released guidelines for developing ethical AI. Some analysts have propounded that these private entities desire to shape the AI ethics domain in ways that either eschew regulation or else meet their own business priorities. That said, non-profit organisations and professional associations, such as the Institute of Electrical and Electronics Engineers (IEEE), Internet Society, OpenAI, and the World Economic Forum have also issued declarations and recommendations on AI principles and policies. The multitude of efforts across such diverse stakeholders reflects the need for guidance in AI development. Apart from the types of organisations that have produced ethical guidelines on AI, the content of such documents is equally wide ranging. Several empirical studies of AI ethical principles have attempted to examine the various topics under discussion across sectors and countries, and to propose how such principles can be implemented in practice. A review of the findings across these studies can offer insights into the scope and potential for a global agreement on the subject of AI ethics, as well as the disagreements therein.

Points of Convergence

RESEARCH SHOWS THAT most of the available ethical guidelines adopted by nations, international organisations, and companies include a discussion of the following five ethical principles: transparency, justice and fairness, responsibility and accountability, privacy, and non-maleficence. These themes were referenced in at least half of the documents analysed across different studies and could indicate some convergence in global thinking on ethical AI.

- **Transparency.** The principle of transparency, or the need to have transparent processes in the development and design of AI algorithms, reflects a commitment to increase interpretability, explainability, or other acts of disclosure. It is one of the most prevalent principles in literature.

- **Justice and fairness.** This principle is expressed mainly in terms of fairness and mitigation of unwanted bias, as a caution to the global community that AI may increase inequality and reinforce societal biases if they are not addressed adequately.

- **Responsibility and accountability.** Despite the widespread references to “responsible AI,” responsibility is rarely defined. Recommendations centred on responsibility include clarifying legal liability, focusing on underlying processes that may cause potential harm, or whistleblowing in case of potential harm. Responsibility seems to be intertwined with the principles of transparency and justice such that promoting both these themes can increase responsibility and accountability by AI developers and deployers.

- **Privacy.** While often undefined, privacy is viewed both as a value to uphold and as a right to be protected in ethical AI, and gets presented commonly in relation to data protection and data security.

- **Non-maleficence.** The mention of non-maleficence (encompassing calls for safety and security) exceeded that of beneficence, indicating the precedence of moral obligation to preventing harm over
the promotion of good. This could be due to a negativity bias in characterisation of ethical values concentrating more on negative issues and events rather than positive ones. For instance, existing guidelines do not generally discuss how ethical principles could be promoted through responsible innovation in AI.

Points of Divergence

THERE ARE SUBSTANTIVE divergences across various ethical AI guidelines as analysed by scholars. Most of them relate to following three main factors:

• **Interpretation**

There are significant differences in how the same principles are interpreted across various guideline documents and the requirements considered important for their realisation. For instance, the need for more datasets to “unbias” AI—to ensure that AI models are trained on representative data in order to avoid flawed or biased conclusions and recommendations—appears to be in conflict with the need to give individuals greater control over their data and ensure privacy. Some guidelines emphasise the need to balance risks and benefits in AI development while others talk of avoiding harm at all costs.

• **Attribution**

There are also divergences in attribution—interpreting which domain, actor, or issue these ethical principles pertain to. For instance, does the European guideline on privacy (encompassing protection of individual’s data from both state and commercial entities) also apply to China where privacy guidelines only target private companies and citizens are accustomed to living in a protected society with high trust in their government? Different perspectives, interpretations, and priorities in ethical AI are of course to be expected given that these documents are developed by a broad range of countries, international organisations, and companies. That said, such divergences could undermine attempts to develop a global ethical AI agenda because varied perspectives, for example risk-benefit evaluations, will lead to different results based on whose well-being they are developed for or the actors involved in developing them.

• **Implementation**

Finally, there are differing opinions on how ethical AI principles should be implemented—through government organisations, inter-governmental organisations, industry leaders, individual users or developers, or by harmonising AI agendas across the board. If harmonisation is a goal, then how does one account for moral pluralism and cultural diversity across countries, considering that AI is a general-purpose technology operating in varied contexts and cultures?

Persistent Gaps

DISCUSSIONS ON THE ethical development and use of AI are ongoing, and as such, there are gaps that remain unaddressed. For one, themes such as sustainability and solidarity are sparsely referenced across documents. Sustainability appears more commonly in public sector documents versus private sector or non-governmental organisations (NGOs). AI deployment today requires massive computational resources, and hence high energy consumption, and this need will only expand with time. This makes the broader underrepresentation of sustainability-related principles particularly concerning, and calls into question the possibility of harnessing the benefits of AI for the entire biosphere. Solidarity—a concept
mostly referenced in relation to the consequences of AI for the labour market—is also absent in most discussions. There are very few guidelines that pay attention to promoting solidarity by exploring the use of AI expertise for redistributing the augmentation of prosperity for all, and solving socio-economic challenges such as job losses, inequality, and unfair sharing of burdens. Sharing prosperity could mean, for example, compensating humans whose actions provide data for training AI models.\textsuperscript{18}

Integrity—meaning being explicit about best practices and disclosure of errors—is another theme that is missing across guideline documents.\textsuperscript{19} Current documents place crucial focus on propagating the values of accountability and responsibility, but hardly any emphasise the duty of all stakeholders to develop and deploy AI with integrity. Similarly, the discussion of lack of diversity within the AI community is mostly absent, which is problematic because such dearth of diverse thought could result in flawed AI systems that perpetuate gender and racial biases.\textsuperscript{20}

Several initiatives, particularly those offered by industry, are generally criticised as mere virtue signalling designed to debate on abstract problems and delay regulation.\textsuperscript{21} In relation to this, it has been observed that many guidelines, especially those produced by the private sector, indicate that technical solutions exist for several of the identified issues, such as privacy and non-maleficence. However, very few guidelines have offered, or at least acknowledged, technical explanations at all; and when they do, they are sparse.\textsuperscript{22} While one cannot expect guidelines to be exhaustive about all problems AI could cause, issues pertaining to political abuse of AI systems—generating election fraud, fake news, and propaganda, which are widely acknowledged as critical problems of today—are also an oversight.

Furthermore, shifting the focus from principle-development to implementation is an important next step. However, existing discussions lack clarity on which ethical principles should be emphasised and how existing conflicts in interpretation can be resolved. Moreover, there is a need to determine how conflicts between ethical principles can be resolved and who should enforce oversight and ensure researchers and institutions comply with ensuing guidelines.

Factors for the Convergence, Divergence, and Gaps

THE FIELD OF A.I. ETHICS is expanding. Convergences across the five ethical principles is understandable as it could be a testimony to the significance of those principles; divergences likely reflect the diversity in viewpoints, and gaps could result because most of the work in this domain is still in progress. Having said that, it is crucial to consider other factors possibly influencing these results.

A significant question pertains to equality of participation in the ongoing global discussion on AI ethics. Some scholars have indicated that the current AI ethics discourse is mostly dominated by countries in the Global North.\textsuperscript{23} Of the 506 AI-related documents listed in Council of Europe’s data visualisation of AI initiatives (as of October 2022), only 10 percent come from countries outside Europe and North America.\textsuperscript{24} Additionally, research indicates that there is a dearth of reference to key terms associated with gender within AI ethics documents and the ratio of female-to-male authors across these documents is about 31 percent.\textsuperscript{25} Therefore, like other parts of AI research, the discourse on AI ethics is also primarily shaped by men. The absence of an inclusive AI ethics landscape means that mainstream discussions are reinforcing certain viewpoints while possibly neglecting other risks and ethical considerations of importance to women and countries beyond Europe and North America.

Consensus or dissensus among AI ethics documents could also result due to the provenance of literature. Different types of organisations—public, private, and NGOs—have differing priorities, audiences,
motivations, and scope of responsibility. The public sector is known to emphasise questions related to unemployment and economic growth, while the private sector focuses more on ethical issues with technical fixes (such as transparency and algorithmic bias); for their part, NGOs address a broader range of topics such as accountability and misinformation.\textsuperscript{26} In comparison to the private sector, NGOs and public sector entities are reportedly more similar to each other in their approach to AI ethics—they have more participatory processes in creation of guidelines, greater engagement with issues of regulation and law, and more depth and ethical breadth.\textsuperscript{27} Consequently, depending on the corpus of documents and types of organisations at hand, an assessment of AI ethics could indicate meaningful variations or similarities in the choice of topics.

The Way Forward

In AI ethics, what forms “AI for good” is under negotiation through dialogues among people or organisations impacted by AI development and other intergovernmental initiatives. If calls for more technology access and multi-stakeholder participation are followed, the field is likely to become even more diverse. Narrower versions of the existing themes are likely to emerge with respect to particular geographies and stakeholder groups.\textsuperscript{28} This strengthens the case for putting more effort into clarifying the variations that exist within themes and also undertaking measures to resolve differences in interpretation or attribution where possible. If the goal is to have a better articulated ethical AI landscape, the current discourse should be enriched through evaluation of critical but underrepresented principles, such as sustainability and solidarity underlying social and ecological costs of AI.

Beyond a principled approach to AI ethics

While ‘principlism’ has been the underlying framework to influence the development of safe and beneficial AI, many have questioned its effectiveness. Some critics have pointed out that the field of AI ethics has produced largely vague and high-level principles and value statements. A 2018 study by McNamara et al. reviewed the idea that ethical guidelines serve as a basis for ethical decisions made by developers.\textsuperscript{29} The study found that the effectiveness of guidelines is almost negligible since it does not change the behaviour of students or technology professionals.

Relatedly, scholars have indicated that there are other reasons to be concerned about the future impact of AI ethical guidelines.\textsuperscript{30} Certain characteristics of AI development indicate that any principled efforts at ethics might not have significant impact on AI’s governance and design.

First, the fundamental aims of AI developers, users, and affected parties do not align, and a unified regulatory framework does not exist yet in the field that establishes clear fiduciary duties towards data subjects and users. This means that users cannot trust that developers will act in their best interests when implementing ethical principles in practice. Reputational risks may compel companies, and personal moral conviction may press AI developers towards good behaviour. However, any righteous actions that place public interests before the company and that do not align with company incentive structures are unlikely.\textsuperscript{31}

Second, the situation gets further complicated given that AI development lacks a homogenous professional culture, history, moral obligations, and professional standards of what it means to be a “good” AI developer. AI ethics initiatives try to address this gap by offering broadly acceptable guidelines for AI development across radically different contexts of use.\textsuperscript{32} But this results in principles or values that
are abstract and based on vague concepts that are not specific enough to guide action and are left to developers to interpret as they see fit.

Third, outside of academic contexts, any principled approach to AI ethics does not have proven methods to transform principles into practice. For instance, the field of medicine has numerous professional societies, accreditation and licensing boards, ethics review bodies, codes of conduct, peer self-governance, and other mechanisms reinforced by strong institutions that ensure ethical conduct on a daily basis.\textsuperscript{33} AI development lacks comparable structures to translate guidelines into practice to ensure that this technology, developed behind closed doors, is value-conscious.

Finally, a key weakness for AI is the relative lack of professional and legal accountability mechanisms to redress misbehaviour and ensure that standards are upheld. Research indicates that the existence of mere codes of ethics is not sufficient, and they are often viewed as “checklists” that get pursued in letter rather than spirit.\textsuperscript{34} Broader guidelines and self-regulatory efforts alone cannot prevent AI development from failures or misuse, and existing norms and requirements will not be able to set matters right. What makes matters more complicated is that setting up strong accountability mechanisms in AI appears unlikely in the future given that AI is not a unified profession operating in a single sector with a long history of harmonised aims. All of this questions the need for high-level principles as a tool to effect change.

Conclusion

A PLETHORA OF national, international, and commercial AI guidelines in recent years have paved the way for some progress on the development of a principles-led approach to AI. However, one should not celebrate limited consensus on high-level guidelines that conceal deep normative and political disagreements.\textsuperscript{35} Instead, it is time to move forward in defining clear long-term pathways, setting explicit professional standards tailored towards specific applications, and building accountability structures that are not only country-specific but also sector- and organisation-specific. Mechanisms should also be set up to license developers of applications with elevated risks, such as facial recognition tools or other systems trained on biometric data.

It will also be interesting to see any future AI principles-based discussions geared toward particular applications of AI, like autonomous vehicles, credit scoring services, recruitment procedure software, or other high-risk AI. There have been instances where ethically motivated efforts have been undertaken to improve AI systems, and most of them have been in specific fields where technical fixes exist for particular problems. For example, many privacy-preserving techniques, like homomorphic encryption or federated learning, or other methods using differential or stochastic privacy, have been developed for the use of data and learning algorithms.\textsuperscript{36} A deeper assessment of these context-specific cases to underline guidelines for AI principles could be a way forward.

Admittedly, principles are difficult to translate into practice. However, they still play a crucial role in building awareness and acting as catalysts for building beneficence and a culture of responsibility among AI developers. Internalised norms and values have a role in influencing extrinsic measures, and how individual developers conceptualise, communicate, and enforce extrinsic measures will be crucial in facilitating their implementation. Principles alone cannot govern AI, but nor can rules and requirements.\textsuperscript{37} An effective AI governance strategy will require both—principles encouraging cultural change in the AI community, and explicit rules and regulations buttressing them.
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Techno-social Futures: Trapped or Transformative

Gabriella Skoff and Stuart Rollo

THE IMPLICIT ASSUMPTION in technological progress is that each innovation improves lives. Yet, technologies are imbued with politics, sometimes encoding the intentions of their creators. At times too, as Langdon Winner argued in his seminal 1980 paper, the technology is political and favours certain kinds of regimes. What values are implicitly embedded in our current conceptions of emerging tech and tech-driven progress, and do they simply entrench existing political/social structures and problems thereof?

To begin with, developments in science and technology are intimately linked with society and politics. The pathway of techno-progress—often associated with enlightenment values, freedom of enquiry, liberation from drudgery, human interconnectedness, and the provision of plenty—must also be appraised for its darker effects, the displacement of organic human-centred social ends with technical, organisational, and productive efficiency, and a demonstrable record of replicating and reinforcing systems of subjugation, control, and inequity—favouring the few over the many.

Philosopher and psychologist Shoshanna Zuboff’s critique of surveillance capitalism highlights some of the ways in which the fourth industrial revolution has birthed technologies that reinforce asymmetries of power. While the intentions of the engineers and programmers themselves may not be as explicit as Jeremy Bentham’s notorious panopticon concept for enforcing social control through schematic design, certain technological innovations in the digital space today fall into similar patterns. The observation and interrogation of these patterns of technological progress and their social effects inevitably gives rise to questions of agency: of whether the design process can be shaped so as to overcome the deleterious impacts of technology on society, or whether it is a matter of the very spirit of a technological society that determines these trajectories, regardless of the discrete interventions or characteristics of particular technological projects.
Critiques of Technological Progress

ENQUIRY INTO THE role of technological revolution on social change abounds across different traditions of political and social theory. Marxists have emphasised the role of technological change in altering the dominant modes of economic production as the motive force of historical materialism. Liberals have traced the way that technology fosters and amplifies the spread and interchange of ideas, values, and goods that underpins international cooperation. Realists too, have reconciled their focus on the immutable characteristics of human nature with the role of technology, and particularly military technology, in shaping human society and international competition. Even Sigmund Freud's psychoanalytic theory of civilisation and its discontents highlighted the role of technology in creating many of the problems it purported to solve.³

Discussions on the effects of today's new and transformative technologies on human social organisation bring to the fore some of the core debates of the history and philosophy of science. Many prominent 20th-century theorists of technology have pointed to its power to create its own logic of progress, which subsumed human agency in social organisation. Marshal McLuhan, for instance, believed that technology would ultimately determine the shape of human society, not just in character but through the pace and rhythms of life.⁴ For his part, Harold Innis observed the centrality of the dominant means of communication to the civilisation that utilised them, with a particular emphasis on their bias towards either 'time', being heavy, durable, and lasting, or 'space', being light, portable, and easily transmittable, determining the structure and characteristics of the social organisation.⁵

Neil Postman, in the earliest years of the digital revolution, foresaw the transition of the West, led by the United States: from a technocracy—within which the traditions of the premodern social and cultural worlds were subordinated but not rendered entirely ineffectual, into a 'technopoly'—which eliminates all alternatives to the instrumentally rational and technological approach to the understanding of humanity and its place in the world.⁶ Postman believed that under conditions of technopoly, decisions bearing on the future of humanity would be made along lines that furthered the spread of technology and humanity's reliance on it, rather than on the basis of their own self-formed interests and aspirations, as a result of reliance on technology itself to solve human problems.⁷ All three emphasised the centrality of information technology in social organisation, and to varying degrees world order itself, and all appreciated how the temporal characteristics of technology—how it accelerated the transfer of information, the movements of things, what could be accomplished in a period of time—determined its socio-political effects.⁸

Postman's work built on many of the ideas of Lewis Mumford, who had posited in his magisterial work, *Technics and Civilisation*, that technology had, by the mid-20th century, played such an enormous role in shaping the social, political, and cultural practices in the West, that it had come to take the form of a 'technological society'.⁹ Other civilisations and cultures had reached high degrees of technical proficiency, but it was only in the modern West that technology had come to dominate all else in shaping the trajectory of human social organisation.¹⁰ Mumford believed that technology could ultimately be tamed and harnessed by a clear-sighted and effective social organisation, under the pro-social principles of what he labelled 'organic ideology' which would be directed towards humanistic rather than instrumental-technological goals.¹¹

The surrender of culture and social organisation to technology rendered humanity machine-like, regimented around techno-industrial production and consumption. Martin Heidegger saw the roots of the enslavement of humans to technology in our collective focus on its instrumental rather than essential
characteristics, and our inability to clearly observe that technology was not itself value-neutral.\textsuperscript{12} Despite the extreme danger that Heidegger foresaw technology posed to humanity, he glimpsed the potential for a ‘saving power’, reached by way of understanding the true essence of technology. This, he believed, could free humanity of the binary compulsions of either pushing on blindly with an all-consuming technological ‘progress’, or rebelling against all technology as the work of the devil.\textsuperscript{13}

**Challenging the Norms of Techno-progress**

SINCE THE 1990s, addressing concerns for accountability of novel technologies has become an increasingly institutionalised process. These concerns can be mapped onto deeply entrenched relations between knowledge and power that have consumed philosophers and social scientists for generations. The governance of novel technologies occurs at many different levels, involves a variety of stakeholders, and encompasses a diversity of approaches. Technology and risk assessments, standardisation, cost-benefit analysis, climate modelling, and the development of ethical technology accords, frameworks, and guidelines are all useful pieces of a complex puzzle. Yet, these retrospective modes of technology governance do not question the notion of techno-progress, nor do they challenge the structure of systems through which novel technologies are developed.

As Prof. Sheila Jasanoff, a prominent scholar of Science and Technology Studies, writes: “The analytic ingenuity of modern states has been directed toward refining what we may call the ‘technologies of hubris’. To reassure the public, and to keep the wheels of science and industry turning, governments have developed a series of predictive methods... that are designed, on the whole, to facilitate management and control, even in areas of high uncertainty.”\textsuperscript{14} As a salve to the ‘technologies of hubris’ resulting from current systems of innovation, Jasanoff prescribes the concept of ‘technologies of humility’. These technologies are created by methods and modes that can serve “to make apparent the possibility of unforeseen consequences; to make explicit the normative that lurks within the technical; and to acknowledge from the start the need for plural viewpoints and collective learning.”\textsuperscript{15}

While Jasanoff’s conceptualisation may appear optimistic, recent years have witnessed a shift in how a broader segment of society understands and responds to the potential and real harms that technologies pose. This offers a glimmer of hope for Heidegger’s vision of how society can engage with the concept of technological progress in a more nuanced way and even direct its trajectory toward beneficent ends. Many such cases related to Big Tech have received sustained public attention. From the Cambridge Analytica scandal that made use of Facebook’s platform to obtain user’s personal data for political profiling that played a role in both Brexit and the election of Donald Trump, to the harms wrought on Amazon’s employees through the use of their AI systems.\textsuperscript{16} These cases have led not only to legal action on the part of Facebook and a unionising movement for Amazon workers but also to a thriving public conversation around data privacy and the integration of AI into workplace systems.

In 2018, a number of Google employees resigned in relation to the company’s contract with the Pentagon to develop AI technology for a defence project known as Project Maven. Google later withdrew from the contract as public pressure mounted.\textsuperscript{17} More recently, in 2020, Timnit Gebru, a computer scientist and AI ethics researcher who was co-leader of Google’s ethical AI team, was fired for attempting to publish a paper that highlighted the potential harms of the large language models Google was developing. Gebru’s public announcement of the situation led many to question the approach of ‘self-regulation’ that Big Tech has taken. It also led Gebru, along with other prominent and diverse professionals in the AI field, to start a foundation for AI research that aims to understand and uncover the harms that AI can pose to marginalised communities.\textsuperscript{18}
These examples, a few of many, illustrate a new focus on the relationship between the researchers and designers of new technologies, the companies they work for, and accountability. They demonstrate how the political power of techno-progress is being challenged by individuals and groups with an understanding of the system from the inside. It also demonstrates the value of public engagement, as the inner workings of advanced technological systems that touch the lives of the vast majority of the world in a multitude of quotidian ways are shrouded in opacity, require detailed technological knowledge to penetrate. The work done by these individuals illuminates the structural biases and systemic inequities that impede the development of fairer and more egalitarian technologies within a technopoly that has been accelerated blindly in recent years by the ‘move fast and break things’ culture of Big Tech.

Winner observes that “in the processes by which structuring decisions are made, different people are differently situated and possess unequal degrees of power as well as unequal levels of awareness.” Peeling back the narrative of de-risked techno-progress reveals the underlying architecture of power and disempowerment that lies beneath systems of the commercial innovation landscape.

Public education and participation, structural incorporation of a greater diversity of perspectives, experiences, and expertise, reflexive learning and action, formalised lines of communication between each of these nodes, and decommodification—all incorporated by design from the very initiation of the research and development process of novel technologies—may create the conditions for technologies that are embedded in and shaped by human social values. However, these transformations must occur at the ground-level of technological development, not as a virtue-signalling band-aid but through unravelling the threads of the complex tapestry of technological interventions into human social, political, and economic life that lie at the heart of techno-progress.

Quantum: The Next Technological Frontier

In his seminal essay on the subject, ‘Do Artifacts Have Politics?’, Langdon Winner engages with the tradition of taking the determinative characteristics of technics seriously, arguing that, consciously or not, societies choose structures for technologies that influence almost every aspect of our lives. The moment with the greatest potential for exercising human and social agency in making these choices is, according to Winner, at the very beginning of the introduction of a new technology, “because choices tend to become strongly fixed in material equipment, economic investment, and social habit, the original flexibility vanishes for all practical purposes once the initial commitments are made.” Thus certain types of technologies can be shaped and directed from the outset of their invention and incorporation into human activity to serve democratic or humanistic, rather than simply instrumental-technocratic, purposes.

Quantum computing, communications, and sensing technologies offer a relevant case study for the interrogation of this position. Still in the early stages of research and development, the many ways that the third quantum revolution is likely to reshape military and economic affairs is becoming clearer as the technology develops. A more complex, and equally important, task lies in enquiring into the essential manner by which this revolution is likely to effect human social organisation. From the understanding here formed, we can then gauge its impact on human security, and human flourishing. Many areas promise to be influenced by this new technology: social inequality, civil rights and privacy, civic discourse and democracy, and the patterns of economic production and the distribution of wealth, both within and between states. If the quantum era is to avoid being defined by its negative social and geopolitical consequences, and demonstrate that there is indeed a ‘saving power’ through which a technological society can exert pro-social and humanistic influence over potent new technologies, serious effort must be made in its
nascent stages to form normative practices and make material interventions into the design of quantum technology’s applications and availability that promote its peaceful, equitable, and ethical use.

Perhaps the first key task in directing a different course for quantum lies in parsing the effects of the technology itself, from pre-existing political and social problems, which may be exacerbated by quantum, but which are not necessarily caused by it. The military applications of quantum technology are clearly technical, and it is conceivable that, much as has occurred with arms control agreements like the Intermediate-Range Nuclear Forces treaty, the Chemical Weapons Convention, and the Comprehensive Nuclear-Test-Ban treaty, accords could be reached which limit the immediate destructive potential of these technologies. However, many of the higher-order strategic implications of quantum, ones concerning the configuration and power distribution of world order, human security, inequality, and issues of state power, are not technical problems themselves generated by quantum. Rather they are political and social problems that underpin current systems of technological innovation. Should these foundations remain unchallenged, they are likely to exacerbate existing inequities in both expected and unexpected ways as quantum begins to shape our world.

Is it Too Late for Quantum?

THE MUCH ANTICIPATED next generation of quantum technologies remain, for the most part, in the experimental phases of development. Quantum’s vast implications for technological advantage, in combination with an international climate of escalating geopolitical tension, does not bode well for its collaborative, egalitarian, and peace-oriented development.

The challenges thrown up by contemporary issues of international security and world order are exacerbated by the material underpinnings of quantum technology itself. In ‘Do artifacts have politics?’, Winner expands upon a particularly troubling claim, raised by the thinkers mentioned above and many others—it is that some technologies are by their nature political, and that their adoption will unavoidably lead to the orientation of society towards certain social and political structures—authoritarian or democratic, egalitarian or inegalitarian, repressive or liberatory. The determining power of such technologies can be found in both their capacity to disrupt established social and economic order (such as the steam engine, the cotton gin, or the telegraph of the industrial revolutions), as well as in the complexity and resource intensiveness of their own invention and operation.

It is only a highly organised and technologically advanced society that is capable of producing, for example, a quantum computer—which requires large amounts of capital investment, supercooling facilities shielded from even minuscule levels of ambient environmental interference, the supply of critical raw materials, and intellectual capital in the form of mastery of quantum theory, scientific, and engineering expertise. It is a society which forms great concentrations of material and technical wealth and concentrates political power in such a way as to direct the use of this wealth towards speculative technological ends. While there is some potential in distributing the computational power of quantum computing systems through cloud-based networks, it is clear that under current conditions the power of quantum computing will be far more centralised and controlled than is the computing of today, or of the earlier era of internet and personal computing pioneers.

Overcoming these structural and material characteristics of quantum technology to assert democratic, egalitarian, and liberatory political effects is a tall task. If it can be done at all, it must, as Winner observes, be prioritised immediately, while the technology is still being developed. The attempt to assert a meaningful quantum ethics reflects the qualified optimism of Mumford, and even allows for incorporating
the emphasis on art and the artist as interlocutor into the nature of technology and its interaction with humanity posited by Heidegger.

Producing quantum technologies responsive to the demands of a more egalitarian society necessitates the far deeper understanding of the social impact of new technologies exemplified by the work of many scholars over the past century or so. This work will require both those inside and outside of the modes of technological production to “imagine new institutions, processes, and methods for restoring to the playing field of governance some of the normative questions that were sidelined in celebrating the benefits of technological progress.” It also requires an accounting of how these quantum effects will differ globally, and what this will mean for the formulation of agreements and accords that will seek to limit or mediate the technology in ways that benefit humanity.
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Rules
Assessing India’s Position on Data Protection

Basu Chandola

The importance of data and data processing cannot be overstated. Data has become an extremely valuable commodity, and data processing is now used in almost all sectors of the economy, from business to governance. But the true potential of data is not yet fully realised. To ensure that this capacity of data is harnessed, it is essential to have the appropriate regulatory infrastructure.

India has made several attempts to regulate personal and non-personal data in recent years. However, the country still does not have a comprehensive legal framework on data. This paper assesses all data-related laws, policies, and studies undertaken by the Indian government to better understand India’s position on data. It only looks at general data policies and does not cover specialised data (such as financial, corporate and compliance, or healthcare data).

India’s Data-Related Legal Landscape

The Information Technology Act, 2000 (IT Act) and the supplementary legislations issued thereunder form the data protection framework in India. In its original form, the IT Act did not have any provisions for data protection. However, an Expert Committee was set up in January 2005 to review the provisions of the Act,¹ and recommend suitable legislation for data protection under it. Based on the committee’s recommendations, the government introduced the Information Technology (Amendment) Bill, 2006.² The Bill was referred to the Standing Committee³ on IT, which submitted its report in September 2007, and its recommendations became the basis of the Information Technology (Amendment) Act, 2008 (IT Amendment Act).⁴

The IT Amendment Act incorporated Sections 43A and 72A, which now form the basis for data protection in the country—Section 43A provides compensation for the failure of corporates to protect sensitive personal data, while Section 72A provides

¹ Standing Committees are permanent and regular committees constituted in pursuance of the provisions of an Act of parliament, rules of procedure, and conduct of business in the Lok Sabha.
for punishment for the disclosure of information in breach of lawful contract. In addition, using the rule-making power under Section 87(2)(ob) read with Section 43A of the IT Act, the government enacted the Information Technology (Reasonable security practices and procedures and sensitive personal data or information) Rules, 2011 (IT Rules)\(^5\) that impose additional responsibilities on businesses regarding the collection and disclosure of sensitive personal data and information. The IT Rules explain the scope of ‘sensitive personal data’ and impose obligations on corporates to provide privacy policies on their website. They also expand on the procedures for collecting, disclosing, and transferring data, and specify reasonable security practices that a corporate must comply with while collecting data.

### Recent Efforts on Data Protection

India is in the midst of a massive digital transformation, with citizens becoming increasingly dependent on digital services and creating a significant quantum of data. It is one of the fastest-growing data-generating countries, producing approximately 150 exabytes of data annually.\(^6\) Despite this massive transition, the country lacks a uniform and comprehensive data protection law. While there have been multiple attempts in recent years to establish comprehensive legislation, these efforts have not been very fruitful (see Figure 1).

#### Figure 1: Timeline of Data-Related Developments in India

- **January 2012:** Justice A.P. Shah Committee is constituted to identify privacy issues and prepare a paper to facilitate authoring the Privacy Bill.
- **July 2017:** Justice B.N. Srikrishna Committee is created to deliberate on ‘Data Protection Framework’.
- **August 2017:** The Supreme Court of India affirms the right to privacy as a fundamental right in K.S. Puttaswamy vs. Union of India.
- **July 2018:** Justice B.N. Srikrishna Committee submits its report and a draft Personal Data Protection Bill, 2018.
- **September 2019:** The Ministry of Electronics and Information Technology constitutes a Committee of Experts on Non-Personal Data Governance Framework.
- **December 2019:** The Personal Data Protection Bill, 2019, is introduced in the Lok Sabha. It is sent to the joint parliamentary committee on the Personal Data Protection Bill, 2019.
- **July 2020:** The Committee of Experts on Non-Personal Data Governance Framework releases a draft version of the report.
- **December 2020:** Final report by the Committee of Experts on Non-Personal Data Governance Framework is released.
- **November 2021:** The joint parliamentary committee adopts a final set of recommendations.
- **February 2022:** Draft India Data Accessibility & Use Policy is released for public consultation.
- **May 2022:** Draft National Data Governance Framework Policy is released for public consultation.
- **August 2022:** Personal Data Protection Bill, 2019 is withdrawn.

\(\text{Source: Author’s own}\)
• Justice A.P. Shah Committee

The Justice A.P. Shah Committee was established in 2012 with three objectives: to study privacy laws in other countries, assess the impact of the Indian government’s programmes on privacy, and make recommendations on the draft privacy law. In its final report, the committee recommended a detailed framework that could act as the conceptual foundation for India’s privacy law. It acknowledged that privacy is multidimensional, and that any framework on the right to privacy should include privacy-related concerns around data protection on the internet. The committee also acknowledged the economic importance of data and the risks to privacy in transborder data flows.

• K.S. Puttaswamy vs. Union of India

In K.S. Puttaswamy v Union of India, a nine-judge constitutional bench of the Supreme Court had the opportunity to determine if the Indian Constitution encompasses a right to privacy, and whether privacy is a constitutionally protected value. Through six different opinions, the bench held that the “right to privacy is protected as an intrinsic part of the right to life and personal liberty under Article 21 and as a part of the freedoms guaranteed by Part III of the Constitution.” Thus, the right to privacy has been declared a fundamental right and can be traced to Articles 14, 19, and 21 of the Indian Constitution. While debating the issue, the Supreme Court also acknowledged and considered the needs, opportunities, and dangers posed to liberty in a global information-based society.

• Justice B. N. Srikrishna Committee

In July 2017, the Ministry of Electronics and Information Technology (MeitY) constituted an expert committee chaired by Justice B.N. Srikrishna to study and identify key data protection issues. One of the major motivations for establishing the committee was that data protection could provide a big boost to India’s digital economy. The government recognised the importance of data protection, and the need to balance the growth of the digital economy with protecting citizens’ personal data.

The committee suggested that a strong data protection framework is necessary for India to “harness the benefits of the digital economy and mitigate the harms consequent to it.” It opined that data protection is closely related to informational privacy, and that privacy must be seen as a legal right over personal information. In its final report, the committee noted that the “protection of personal data holds the key to empowerment, progress, and innovation.” It added that data has the potential to benefit citizens immensely and that the digital economy has massive transformative potential to improve lives. But it also added a caveat that data could harm citizens as it could be used for discrimination and exclusion. The committee noted that there is a need for a “free and fair digital economy that empowers the citizen” based on individual autonomy and to maximise the common good.

• Committee of Experts on Non-Personal Data Governance Framework

In September 2019, MeitY constituted a Committee of Experts on Non-Personal Data Governance Framework to study the various issues pertaining to non-personal data and make recommendations to the government on regulating such data. The committee released a draft report in July 2020 and its final report in December 2020.

---

1 Articles 14, 19, and 21 provide for the fundamental rights of equality, freedom, and life and liberty, respectively.
The committee noted that data creates economic value and wealth in addition to social and public value, and that data plays a central role in all economic sectors. It observed that data offers intrusive information and has the potential to cause harm to individuals and communities, but data is necessary for social and political interests. It also noted that welfare losses are caused when such data is closed to the public.

The committee suggested creating a framework that “establishes rights of India and its communities over its non-personal data” and allows the realisation of “economic benefit from non-personal data for India and its people”. It added that the benefits from processing non-personal data must not be limited to the entities collecting such data but must be accrued to the communities that produce the data. This would allow for the realisation of economic benefits for citizens and communities, and unlock the data’s social, public, and economic value. The committee recommended creating a single national-level regulation to control and establish rights over the non-personal data collected and created across the country.

- **The Personal Data Protection Bill, 2019, and the Joint Parliamentary Committee Report**

The Personal Data Protection Bill, 2019 (PDP Bill) was introduced in the Lok Sabha in 2019. The PDP Bill was referred to the joint parliamentary committee (JPC), which released its report in December 2021. The JPC recommended major changes to the PDP Bill, including rechristening the regulation as the Data Protection Bill, 2021, and expanding its purview to regulate non-personal data. The JPC proposed more than 80 drafting changes in the original Bill. Following the JPC report, the government withdrew the PDP Bill in August 2022, stating that it would introduce a revised legislation that provides a comprehensive legal framework on personal data.

Even though the PDP Bill has been withdrawn, an assessment of it and the JPC’s report can help better understand India’s approach to data. The statement of objectives in the PDP Bill summarises that the protection of personal data is an essential facet of informational privacy; that the use of data has expanded in the digital economy; and that there is a need to create a culture facilitating “free and fair digital economy, respecting the informational privacy of individuals, and ensuring empowerment, progress, and innovation through digital governance and inclusion”.

The JPC report considers data to be the fuel of the new economy and an “asset of national importance”. It noted that data can be used for global socioeconomic transformation since it provides insights and allows for the individual, group, and global activity prediction. The JPC also noted that the true potential of data is yet to be tapped comprehensively in India and that it is necessary to have the right infrastructure and data governance mechanisms to unleash this. The committee also noted that data is a significant enabler of digital governance.

- **Draft India Data Accessibility & Use Policy, 2022**

The MeitY released the Draft India Data Accessibility & Use Policy, 2022 (IDAUP) for public comments in February 2022. The legislation aims to enhance “access, quality, and use of data” to meet the requirements of current and emerging technologies. The policy intends to transform “India’s ability to harness public sector data for catalysing large-scale social transformation”. Severe criticism emerged amid the public consultations, resulting in several changes to the draft. Despite these changes, the policy drew widespread criticism for its plan to monetise peoples’ non-personal data. There have been no further updates about the IDAUP.
Draft National Data Governance Framework Policy

In May 2022, MeitY released the Draft National Data Governance Framework Policy (NDGFP), considered the successor to the IDAUP. A data governance framework essentially provides the rules, policies, standards, and processes to manage the various aspects of data in an entity’s system, including the usability, availability, integrity, and security of data. Although government data is stored and managed haphazardly (with data management protocols varying from department to department), the NDGFP aims to provide a uniform system for data governance across different government entities.

The NDGFP aims to revamp the government’s data collection and management processes and provide a data-led governance approach to improve the delivery of services. It also seeks to create a repository of Indian datasets to help with artificial intelligence (AI) and data-led research and bolster the AI and analytics ecosystem. It also seeks to provide rules and standards to ensure data security and informational privacy. The NDGFP will apply to all central government departments and cover all personal and non-personal data with the government. While the policy does not apply to state governments, they are encouraged to adopt it.

India’s Position on Data

India’s policy position on data can be summarised as:

- India considers data a national asset.
- The true potential of data is yet to be tapped comprehensively in the country, and the government is looking to fully realise the economic and social welfare value of data.
- India considers personal data protection an essential facet of informational privacy.
- India is likely to continue including data localisation requirements in future data regulations.
- India sees data as a catalyst for digital transformation and innovation, and is increasingly looking to adopt data-supported digital governance.
- Indian data regulations aim to balance two main objectives: maximising the benefits of data and the expansion of digital markets; and minimising privacy challenges.

In addition to the previously discussed policies, India has several ancillary policies on data. The 2019 Draft National E-Commerce Policy notes that India and its citizens have a sovereign right over their data, and that the data is “best thought of as a collective resource, a national asset, that the government holds in trust, but rights to which can be permitted”. Similarly, the 2018-19 Economic Survey noted that data should be “of the people, by the people, for the people” and that the government can create data as a ‘public good’. The Economic Survey recommended that data be used for social welfare or monetised, while considering privacy concerns. A similar opinion was echoed in 2020 by former IT Minister Ravi Shankar Prasad who described data as a ‘national asset’ that needs to be utilised properly to achieve prosperity in various sectors.

Treating data as a ‘national asset’ can have crucial implications: the regulations can mandate that data generated by Indian citizens must necessarily be stored within the national boundaries, and the country
can reserve the right to use that data. India's efforts towards data localisation further indicate its position on viewing data as a collective resource over which citizens have a sovereign right. India considers data a “foundational raw material for enabling domestic data businesses as well as data-driven governance by state actors”. This approach of considering data a ‘national asset’ is in stark contrast to the rights-based approach of the EU’s General Data Protection Regulation (GDPR).

Rajeev Chandrasekhar, India’s Minister of State for Electronics and IT, noted that the GDPR is “a little bit more absolutist in terms of how they approach data protection” and that this is not feasible for India. He added that India’s requirements differ from that of the EU, and that India must arrive at a solution that addresses the “issues of security and consumers’ rights to data protection”.

India is also in the midst of “a concerted diplomatic mission to convince global players of the vitality of its “data sovereignty” vision”. For instance, India refused to sign the G20’s 2019 Osaka Declaration as it conflicted with its policy on data localisation. Indian policy efforts also show “growing assertions of technological self-reliance and sovereignty in data governance.”

India’s experience developing a data governance framework shows that while data protection is important, data sharing and empowerment are integral to its approach. The country’s approach is based on the premise that data is an important tool for economic and social growth and national security; therefore, data sovereignty and localisation will continue to feature in future data governance frameworks.

After withdrawing the PDP Bill, the government has already stated it will introduce a revised and comprehensive data protection law. While there have been many speculations on the upcoming law, what is almost certain is that it will contain some essential elements—such as considering data a national asset, featuring data localisation requirements, and developing policy to maximise the benefits of data while minimising privacy challenges.

---
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INDIA MAY OFTEN be called an "emerging space power", but it has proven many times that it is already an established power in this domain. Its feats in the recent years include the “most payloads in a single launch”, and the most cost-effective mission to Mars in human history. Like the other formidable space actors—i.e., the United States (US), Russia, and China—India is admired around the world for its place among the stars; and like those three, India is facing myriad challenges related to outer space safety and security.

One challenge comes from the threat to space objects from space debris. It is no secret that low-Earth orbit (LEO, roughly 100-1,500km) is quickly being populated by more satellites than ever before. Operating in LEO could soon become far more difficult due to the accumulation of trash, traveling at high-speed, in that orbit. A single collision with some of these objects can damage or completely destroy a space object. It is critical, therefore, to not only slow down, but reverse the proliferation of debris to ensure the long-term sustainability of outer space activities.

Due to the shared nature of earth’s orbits, it is vital that global actors seek international solutions to the challenges in space. Failing to do so could lead to a “tragedy of the commons”, as being seen here on Earth. For this reason, United Nations (UN) agencies are examining various options to minimise and mitigate the spread of space debris. One option currently being examined is the voluntary cessation by states of destructive anti-satellite (ASAT) testing. A resolution was meant to be tabled before the UN General Assembly this fall, seeking to commit states to not conduct such tests, but was not eventually presented.

India should support this Resolution to stop the destructive testing of ASAT weapons; after all, such a policy will help India overcome the physical, political, and legal challenges to its own space aspirations. A policy of not conducting destructive
ASAT tests will mitigate threats from physical debris to its space assets, cast India as a leader and responsible actor in space, and avoid unnecessary legal liability under international space law. Moreover, India will still be free to pursue counterspace capabilities and remain one of the world’s preeminent space powers. Given the scope of India’s current space ambitions, it has more to lose from destructive ASAT testing than it does to gain.

India’s Space Capabilities

INDIA’S SPACE POWER comes from its own satellites and launch capabilities. In terms of its fleet, there are roughly 60 satellites registered as having Indian origin, nearly all of which are government-operated. These satellites provide critical services including navigation, communications, and earth imaging and science. Without them, key sectors of public infrastructure including health, sanitation, and finance will be hampered. Indeed, it has been said that the average Indian depends on 11 satellites per day. This makes space-based services as essential to daily life as public transportation or electricity. Moreover, India has one of the strongest launch programmes in the world. Prior to the COVID-19 pandemic, India was keeping pace with the countries of Europe—a considerable feat considering it has less financial resources available for its own national space programmes. This achievement can be attributed to the fact that India is one of the most cost-effective launch-service providers available today, and still has one of the best records to date.

Its space activities provide it with financial, scientific, and security benefits. Yet all of these activities are dependent upon a stable and predictable space environment in which actors are safe to operate. The imperative, therefore, is to address existing challenges, among which is that of space debris.

The Debris Challenge

WHILE THE WORLD is witnessing unprecedented growth in outer space, there are equal challenges to match the progress. The largest of these is that of space debris. Coming from old rocket bodies, broken satellites, or even tools lost by the astronauts on space stations, these pieces of refuse remain in orbit for varying periods of time, depending on their rate of orbital decay. At the time of writing this article, there were more than 34,000 pieces of debris in Earth’s orbits larger than 10 cm that are trackable. However, there are probably close to one million pieces of junk smaller than 10 cm that human instruments are unable to track. Any of these objects, traveling at roughly 29,000 km/h, could have a catastrophic collision with a functioning satellite, thereby creating even more debris.

The challenge of dealing with debris belongs to all space actors because debris does not discriminate and are uncontrollable: they can hit civilian or military satellites, and the consequences would be the same. Likewise, debris can strike the satellites of any country, or even living crews of spacecraft such as the International Space Station or the Tiangong Station. Left unchecked, the spread of space debris could make certain orbits completely unusable for years or even generations to come. Debris traveling at an altitude of the ISS (roughly 500 km) takes 25 years to deorbit. Debris traveling at 1,200km—the upper end of LEO—can take up to 2,000 years to deorbit. As such, any significant debris-generating events that take place in some of the most populous orbits will remain there for two millennia unless removed. India has stakes in this situation, as most of its satellites are in this orbit and are susceptible to impacts from debris.

Yet, despite the risk to safety posed by debris, some of the largest debris-generating events in history were intentional. These events involved the destructive testing of anti-satellite weapons.
ASAT Testing: A Brief History

THE SINGLE LARGEST event in space that generated the most debris so far is the 2007 destruction of the Chinese FengYun satellite, which generated more than 3,500 pieces of debris.⁸ While destructive ASAT testing began years ago, it was not until recently that the world became aware of the disastrous consequences.

ASAT tests were first developed during the Cold War, when the US and Soviet Union began experimenting with different types of weapons that could cripple their rival’s space capabilities, which were still limited at that time.⁹ The two countries were following distinct pathways. The Soviet Union tested a type of exploding co-orbital vehicle, which could approach a target satellite and detonate within a close distance.¹⁰ The resulting shrapnel would incapacitate or destroy the other satellite. The Soviets tested this system nine times between 1968 and 1994, creating relatively small amounts of debris (the largest instance creating 253 pieces of debris, some of which remains in orbit to date).¹¹

For its part, the US, following a few brief and unsuccessful tests with nuclear detonations in orbit, sought direct-ascent missiles that could hit a target in LEO.¹² These missiles would physically strike a satellite, the same way that a missile interceptor would. The US successfully used this approach only once during the Cold War, in 1985. The test created 285 pieces of debris that remained in orbit for over 18 years.

After the end of the Cold War, testing in this field largely ceased. However, in 2007, China demonstrated its own ASAT capabilities by shooting down the defunct FengYun weather satellite. In addition to creating a considerable amount of debris, it reignited and propagated global efforts to develop and possess ASAT capabilities in a number of forms. This included jamming, hacking and, more sinister destructive methods as well.

Following China’s demonstration, in 2008, the US used a destructive ASAT during Operation Burnt Frost, destroying a failing NASA satellite at just over 200 km in altitude. This test resulted in less than 200 pieces of debris that remained in orbit for roughly 18 months. In 2019, India carried out Mission Shakti and destroyed a satellite target using a direct-ascent missile. The test was carried out at roughly 300 km in altitude and generated a relatively small amount of debris (128 pieces), though these pieces did spread out over a considerably wider range than was anticipated.¹³

The most recent ASAT test was carried out by Russia in November 2021 and could arguably be considered the most disruptive in history. The test, executed at roughly 500 km, generated nearly 1,400 pieces of debris. The cloud of debris generated by the test endangered the International Space Station as well as the astronauts and cosmonauts on-board.¹⁴ Moreover, Russia conducted this test in one of the most populous orbits, putting a slew of commercial satellites at great risk.¹⁵ In one instance, debris from the test created a debris “squall”, involving more than 6,000 close-approach incidents (within 10 km) with nearly 850 SpaceX spacecraft in just a single day. It is not yet clear how long the debris will remain in orbit, but the debris from Operation Solwind (conducted by the US only 50 km higher in altitude) remained in space for over 18 years.

Current Physical, Political, and Legal Risks

Fifteen years of renewed destructive ASAT testing have resulted in historic amounts of debris orbiting the Earth, a notable percentage of them created by a few space actors deliberately. This presents certain
physical, political, and legal risks for India and any other country aiming to become a major space player. The physical risks are the most obvious. Many of India’s satellites are located in LEO, providing critical services both to civilians and the military. Further widespread testing of destructive ASATs will create more clouds of debris, circling the orbit and forcing functioning objects to avoid collision. Depending on the altitude, these clouds could render entire orbital planes hazardous because they lie in the direct path of the cloud’s trajectory. Such a new hazard is not only problematic for existing space objects but also future ones. Projects and operations that might come into contact with such a debris cloud will have to account for this hazard throughout its entire life-cycle. This creates greater uncertainty not only for engineers and physicists, but also for investors and insurers. A more hostile space environment is, therefore, not only worse for the Indian space objects, but for the many clients that depend on Indian space-based services.

The political risks of destructive ASAT tests are much less obvious, but no less problematic. India is presently holding itself out not only as one of the big four space powers but also as a responsible actor dedicated to ensuring stability and security in outer space. Yet the growing international viewpoint of destructive ASAT weapons—among both established spacefaring nations and emerging space actors—is that their use in testing situations is an irresponsible act that threatens the safety of neighbouring operators. If the momentum of such sentiment continues, the majority of nations will look at states that generate debris intentionally as “irresponsible.” This could lead to a loss of international influence and prestige, as well as fewer partnership possibilities on space activities.

The political risks of being labelled an “irresponsible” actor might appear to be superficial, but there are likely to be legal consequences for the testing of destructive ASAT weapons in the future as well. To date, few actors have invoked the Convention on International Liability for Damage Caused by Space Objects (Liability Convention), and no court has ever sought to apply the rule of fault-based liability. This will likely change soon: as the number of both space objects and debris continues to grow, so too, does the likelihood of an attributable collision. Under the Liability Convention, the court’s deliberation will necessarily require an assessment of “duty of care” from one party to another, whether there was breach of that duty of care, and if the breach led to the damage. In order to determine whether there was a breach of duty, given the lack of precedent in this field, the courts will have to look to secondary sources for guidance.

One such source will be established norms of responsible behaviour. As noted above, if international sentiment towards destructive ASAT testing continues, it will provide a compelling argument that any country conducting such tests is not only irresponsible, but also legally liable for any damage caused by resulting debris. That there are ways to develop ASAT weapons, even destructive ones, without generating debris (e.g., use of virtual targets or fly-bys) further strengthens this argument. As such, testing ASATs in populated orbits, particularly LEO, will create legal liabilities for the offending country. The risk of hitting a particularly high-value target, such as the ISS, makes destructive ASAT testing in that orbital plane extremely costly.

**Physical, Political, and Legal Solutions (and Opportunities)**

DESPITE THE DIPLOMATIC trend towards not testing destructive ASAT weapons, there is no doubt that there is a growing desire by modern military forces to possess counterspace capabilities. It is also clear that India, as a preeminent global military power, will necessarily need to navigate the physical, political and legal challenges discussed above in order to establish its own space puissance. Fortunately, there are pathways to achieving India’s space priorities—including counterspace capabilities—that do not entail the
physical testing of destructive ASATs. First, while destructive ASATs do well as a physically visible demonstration, it is not the most effective counterspace capability, nor the most efficient. Non-kinetic or electronic counterspace capabilities are far more effective in disabling or disrupting a satellite’s functions, without the messy consequences of creating additional debris. Cyber-attacks can also be more effective than kinetic weapons, particularly where numerous satellites are providing a particular capability. In the case of any of the global space powers, multiple satellites provide nearly all strategically critical services, making a destructive attack extremely difficult to coordinate and carry out in a meaningful way. Nevertheless, if a destructive capability is desirable, testing can still be done using virtual targets or by conducting a fly-by of the target. Either of these options are available to develop a capability, and still comply with global norms of responsibility.

Choosing a policy of non-destructive testing of ASATs also opens up a political avenue to retain standing as a responsible actor and leader in space activities. A country in need of counterspace capabilities could continue to develop and leverage the necessary technology to protect its space-based interests while also ensuring the safety of its own spacecraft, as well as those of other operators. For India, this approach would mean gaining considerable prestige among both established space actors and emerging ones. It also sends a powerful signal about India’s overall intentions to balance defence and a desire for peace and security in outer space.

Finally, destructive ASAT testing should not be carried out largely because it can lead to exposure for legal liability. This will become increasingly true as space-tracking capabilities continue to improve, enabling attribution to offending actors. Given the number of high-value objects that are flying in space today—not to mention the incalculable human lives—a collision caused by ASAT-generated debris could be extremely costly and not only in monetary ways.

Towards a Commitment to Not Conduct Destructive ASAT Tests

AS THINGS NOW stand, there is no law or rule to prevent a country from conducting destructive ASAT tests. This is worrying, since a future in which there is widespread testing of destructive ASATs would likely lead to a future space environment where it will be more difficult to operate. Adoption of a commitment not to conduct destructive ASATs by a country such as India could be a watershed that puts sufficient political will behind creating a norm of responsible behaviour. Whilst it is unlikely that other global space powers (namely, Russia and China) may not adopt the ASAT commitment due to historical and geopolitical differences, adoption by a power such as India would send a signal to the rest of the world that the negative view of destructive ASAT testing is truly widespread. Such support could prove critical in bringing much of the world, particularly non-aligned countries, to the table. In this sense, India stands as a critical vote in the UN and at large. The world will be watching to see what it does.
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CREATING WAYS BY which state and non-state actors can conduct outer-space activities in a stable and responsible manner can mitigate emerging threats. After all, in outer space, the smallest disruption can increase the risk of accidental collisions. These collisions can cause the destruction of space objects used for strategic or military purposes, which could in turn compromise relations between States and give rise to military concerns. Compounding the threat is the uncertainty created by the increasing number of private and public space operators, and thereby, the number of objects being launched into orbit each year. This article describes the various multilateral discussions that took place in 2022 as part of efforts to find solutions to emerging security threats in outer space.

Space safety and space security are essential to the sustainability of space activities. Space security is the domain of the Committee of Peaceful Uses of Outer Space (COPUOS) in Vienna, and space security is under the purview of the Conference on Disarmament (CD) in Geneva.

During discussions that involve many states, country delegations are keen to make a strict distinction between two notions: ‘space safety’ is understood as a “result of measures precluding inherent malfunction and mitigating the risks of accidental damage that would be caused by or undergone by a space object, including its component parts;” and ‘space security’ is “the protection of a space object, including its component parts, against the threat of intentional actions undertaken by external or unauthorized actors.”

Ever since the ‘Prevention of An Arms Race in Outer Space’ item has been put on the Conference on Disarmament agenda in 1984, member states have not found a common position on the suitable ways by which to reduce threats to space infrastructure, both Earth-based and in orbit.
Space security concerns are addressed in the Outer Space Treaty, a legally binding instrument negotiated in the 1960s. From its inception, the treaty has been working on the premise that space is a strategic domain and that there is a need to reduce the risk of conflict. At the core of the arms control provisions contained in Article IV of the Outer Space Treaty lie two limitations on space activities. First, Article IV contains a commitment not to place a space object in orbit around the Earth, nor install them on the moon or any other celestial body, or station in outer space, nuclear weapons or any other weapons of mass destruction. It restricts the use of the moon and other celestial bodies exclusively to peaceful purposes and expressly prohibits their use for the establishment of military bases, installations, or fortifications, as well as the testing of weapons of any kind and the performance of military manoeuvres.⁵

Despite the strong principles contained in the Outer Space Treaty, however, some analysts believe that its provisions fail to address certain space security challenges. For example, it does not elaborate on the deployment of other types of weapons in outer space nor does it expressly prohibit the launching of weapons from Earth to targets in outer space or the use of outer space for certain hostile purposes against targets on Earth. With the establishment of the work around the concept of the Prevention of an Arms Race in Outer Space (PAROS), States are attempting to find a common understanding on current and future threats to minimise mutual tensions and reduce threats.

In this context, an Open-Ended Working Group on reducing space threats through norms, rules and principles of responsible behaviours (OEWG on space threats), chaired by Chilean Ambassador Hellmut Lagos, has been established.⁶ In December 2021, the United Nations General Assembly resolution 76/231 on “Reducing Space Threats through Norms, Rules and Principles of Responsible Behaviour” mandated the OEWG on space threats to, inter alia, “take stock of the existing international legal and other normative frameworks concerning threats arising from State behaviours with respect to outer space; consider current and future threats by States to space systems, and actions, activities and omissions that could be considered irresponsible; make recommendations on possible norms, rules and principles of responsible behaviours relating to threats by States to space systems, including, as appropriate, how they would contribute to the negotiation of legally binding instruments, including on the prevention of an arms race in outer space; submit a report to the General Assembly at its seventy-eighth session.”⁷

To this end, the States have agreed on the broad lines of the discussions planned within the framework of the group. Thus, after an organisational session in February 2022, the OEWG has been divided into four sessions: May 2022, September 2022, January 2023, and August 2023.

The OEWG Chair invited experts to inform the discussions on various topics and assist delegations in preparing for the sessions. The experts are drawn from the academic, civil, commercial and scientific domains and are tasked with informing the delegations on specific aspects of the various issues raised in the OEWG. To date, two sessions have been held—in May and September 2022.

In May 2022, the first session focused on international legal and other normative frameworks concerning threats related to States’ conduct in outer space, and addressed five topics: (1) existing international law; (2) international law relating to the use of force in international affairs; (3) protection of civilians, civilian objects and the natural environment; (4) applicable elements of the legal regimes governing aviation and the sea; and (5) voluntary mechanisms and regimes applicable to outer space.

During these discussions on the first topic, the experts clarified a number of issues. First, they addressed the regulation of military activities in outer space and how gaps currently lead to uncertainty about the proper use of space. They provided a review of international law applicable to the non-weaponisation of
The question of dual-use satellites was raised, considering that based on the Law of Armed Conflicts, if military and civilian assets are too closely intertwined, a degree of precision in launching an attack would be impossible. Additionally, there was a discussion on how to apply the principle of due regard to address threats arising from State behaviours with respect to outer space.

Drawing on international law relating to the use of force, an expert presented the prohibition of the use of force as a necessary guarantee for space security and underscored that defining the notion of “armed attack” in space is a sensitive process, especially concerning the threshold that would trigger this qualification. Several points were made on the legal gaps that allow for the placement of weapons in outer space, including the deployment of space-based anti-satellite capabilities. An expert stated that the termination of the Anti-Ballistic Missiles (ABM) Treaty could pave the way for the development of space weapons for missile defence, underscoring that with the collapse of the ABM Treaty in 2002, the commitments not to develop or place space-based ABM systems and their components ceased to exist.

Following these points, experts also addressed the protection of civilians, civilian objects, and the natural environment. After a description of how these International Humanitarian Law and the Law of Armed Conflicts could apply to outer space, including the principles of distinction, proportionality and neutrality, and experts shared the perspective of the International Committee of the Red Cross on the constraints of international law on military operations in or relating to outer space during armed conflict, urging States to consider the potential humanitarian consequences when deciding on military operations in or relating to outer space, whether at the national or multilateral level.

To provide delegations with more clarity regarding the existing legal frameworks, presentations also addressed the applicable elements of the legal regimes governing airspace and the sea, including how they are often compared to outer space due to shared characteristics. Experts set out the main elements from the legal regimes governing air law and the law of the sea that could apply to outer space.

On the last day of the first session, after a clarification on how to apply more efficiently agreed transparency and confidence-building measures (TCBMs) to address threats arising from State behaviours with respect to outer space, an expert highlighted how TCBMs could be precursors to advancements in space security governance and potentially lay the foundation for non-binding measures and legally-binding treaties. Following this statement, an expert summarised how to utilise TCBMs effectively to address space threats. Another expert then highlighted the important role of soft law instruments, referring to the Long-Term Sustainability guidelines issued by the Committee on the Peaceful Uses of Outer Space (COPUOS) and the recommendations in the report of the Group of Governmental Experts on TCBMs, and stated the characteristics of good TCBMs.

This first session of the OEWG on space threats provided States with a detailed understanding of the international legal and other normative frameworks relating to threats associated with State behaviour in outer space. During the general exchange of views on the agenda, delegations relied on the expert presentations to discuss what they considered to be the most pressing topics and how to move forward. These discussions would not have had the same impact without the active participation of civil society and the contributions read and submitted in writing through the OEWG secretariat. Thus, not only did civil society demonstrate its expertise in clarifying certain issues related to reducing tensions in space, but it had also conducted extensive research on situations that could trigger instabilities in space.
Delegations debated how to strengthen the existing international framework applicable to outer space to address space security concerns and rapid technological developments. Overall, some delegations agreed that while norms, rules and principles could serve as a basis for a legally binding instrument, non-binding measures could also lead to elaborating a legally binding instrument. Furthermore, delegations considered how any State could act in a responsible or irresponsible manner, whether intentionally or inadvertently. For some delegations, the approach to enhance space security is twofold: agreeing on the parameters of responsible behaviours that foster trust and confidence while identifying irresponsible behaviours that cause mistrust, and misperceptions, subsequently increasing tensions between States. On this basis, delegations seemed to agree on the importance of building a mutual understanding on undesirable acts which fall below the threshold of the use of force. In parallel, delegations exchanged views on how to take some of the most relevant points from the law of the sea and air law and adapt them to current space activities, while at the same time putting in place effective TCBMs and keeping in mind the protection of civilians and civilian objects.

Based on the observation that this type of system has extremely destructive effects and undermines the peaceful use of outer space, the United States worked on a mechanism to ban this type of operation. For this purpose, US Vice President Kamala Harris stated that the United States would commit to not conducting such operations in the future, and called on other States to do the same.\(^{21}\) Focusing on in-orbit activities and, in particular, the placement of weapons systems in space, the Russian Federation pointed out the potential danger caused by the deployment of such technologies and emphasised the need to commit not to initiate space-to-ground threats or to develop, test or deploy weapons in space. To this end, a Russian-Chinese draft treaty is being designed to prevent the placement of weapons in outer space and of the threat or use of force against outer space objects.\(^{22}\)

While these two threats, outlined by some delegations, are not to be taken lightly, they are part of a broader picture that also includes cyber, electromagnetic and non-kinetic physical interference, as well as other technologies that fall into other categories of “conventional weapons.” To discuss these different threats, delegations met again in Geneva for a second session, with the participation of other experts who were able to share their knowledge on this subject.

In September 2022, delegations met for a second session on the subject of current and future threats to space systems. During the first day, a first set of experts were called upon to brief delegations on these issues, including the nature and uses of the outer space environment and space systems in relation to current and future threats by States to space systems.\(^{23}\) On this topic, an expert clarified what falls under the ordinary meaning of ‘space threat’ and, for instance, excluded safety issues based on unintentional risks, such as collision or break-up in orbit, uncontrolled re-entry, and space debris mitigation. In order to strengthen States’ understanding of such threats, some experts also described the state of the space industry and the economic stakes that a rise in tensions in space would imply.

Concerning earth-to-space threats, discussions started with a description of how the development of kinetic counterspace and anti-satellite (ASAT) weapons could lead to further escalation and create long-term risks in outer space.\(^{24}\) On this topic, delegations underlined their concerns about such threats, and some joined—and are still joining—the US-led initiative aiming at committing not to conduct destructive direct-ascent anti-satellite missile tests. Drawing on the available public information, an expert explained how electromagnetic, cyber and non-kinetic physical interference could compromise the confidentiality, integrity and availability of space systems and what it would mean for the future of space activities.\(^{25}\) Harmful interference could cause the premature cessation of a mission and increase the number of
malfunctioning assets in orbit. In addition to these presentations, members of the group discussed the means available to States with new and expanding space programmes for detecting and reacting to threats by States emanating from the Earth, including as a result of possible collateral harms caused by actions between other States.26

Following these points, experts addressed the issue of space-to-space threats, starting by the description of how co-orbital counterspace systems were placed into orbit and later manoeuvred to approach and attack a target satellite through different means, using as examples demonstrations of close approach and rendezvous and proximity technologies.27 An expert also stressed the importance of distinguishing between dual-use and dual-purpose space systems when determining the nature of the assets.28 Thereafter, representatives from civil society and commercial actors shared their experience on various topics concerning the steps that commercial actors could take to promote responsible behaviour in connection with rendezvous and proximity operations, including standards for transparency.29

Discussions focused on the question of whether lasers designed for non-hostile means, such as communications, could be used to intentionally interfere with, disrupt, damage, or destroy satellites. In this case, such lasers would qualify as dual-purpose assets. On this point, an expert concluded that three characteristics of laser use in space play an important role in the discussions about their responsible use in outer space. First, laser systems can be used for both malicious and peaceful purposes, a capability that increases the risk of disguising the original intent of use between an accident or a malicious act. Second, in many cases the use of lasers can be very hard to detect and thus, to verify. Hence, attributing damages that stem from the use of lasers is not an easy process. Third, while lasers can have either a temporary or permanent effect on a satellites function, the threshold between what can cause temporary and permanent damage is technically hard to establish. As a consequence, due to the lack of norms and common understanding, the intentions to temporarily laser blind a satellite sensor can be considered the same as a permanent laser damage to a satellite, which increases risk of unintentional escalation.30

On the topic of space-to-earth threats, experts explained how these concerns are important, as the deployment of space-based strike assets would bring a strategic advantage to space power.31 However, a presentation was made on the fact that the deployment and maintenance of space-based technologies is expensive and that it would be unsustainable to operate such space-based weapons aiming at targets on the ground.32 On this point, the Russian Federation explained how important the prevention of placement of weapons in outer space is, stressing the importance of not using space assets as a means of destroying any targets on Earth, in the air, or in outer space. Afterwards, an expert stated that military space systems are not a singular and direct cause of tension, but rather the symptom of terrestrial political tensions and insecurity, affirming that what counts is the point when routine weapons development and deployment conflated reaches the threshold of arms racing.33

Lastly, the discussions that took place during the last day of the second session focused on earth-to-earth threats, a representative from a company described how the growing importance of space data and the emergence of large constellations of satellites in low-Earth orbit brings space assets closer to the battlefield.34 From the International Committee of the Red Cross’ perspective, space threats have a significant impact on commercial and industrial actors as well as civilian populations,35 an affirmation confirmed by an expert who exposed the concerns related to cyber operations against the space infrastructure.36

During the week, delegations raised concerns about threats to critical national infrastructure, particularly when it is placed in orbit.37 Delegations were also able to discuss issues they considered to be priorities,
ranging from the use and testing of direct-ascent anti-satellite weapons to the use of harmful non-kinetic interference, or the use of space-based weapons to strike targets on Earth and the threats posed by uncontrolled launches or re-entry operations.

Overall, these exchanges of views enabled all delegations to gain a global perspective on each other’s concerns, which will ultimately facilitate future discussions. Scheduled for the end of January 2023, the third session will serve as a launch pad for further discussions to enable the international community to agree on solutions to ensure space security through diplomacy and the rule of law.

The involvement of the different delegations in the debates shows that the type and number of space systems a State possesses and the nature of its space activities is not what matters most. The significance of these discussions demonstrates that the involvement that each State, private and commercial entity and member of civil society puts in, on its individual level, will have collective positive consequences.

Furthermore, space security issues are no longer the sole purview of States: with the increasing number of private and commercial space entities, the obligation of States to provide continuing supervision of their national space activities is essential. Therefore, the development of minimum protection and safety requirements and risk mitigation and preventive measures at the national level will contribute to reducing risks in space.

Rather than working in silos with the COPUOS on the one side and the Conference on Disarmament on the other, parallel discussions would benefit from exchanging on the most pressing issues and identifying safety and security concerns, especially now that an increasing number of private and commercial actors are operating in outer space.

In this context, international cooperation will have an important role in ensuring that all States have equivalent measures of protection applying to their space assets and by extension, act in a responsible manner when carrying out space activities. This would enhance the sustainability of space activities and, consequently, nurture more peaceful relations between States and greater stability in outer space. In the long run, building bridges between the COPUOS and the Conference on Disarmament while ensuring that their respective mandates are fulfilled would not only allow for efficient work on the use and exploration of outer space but also for a better overall knowledge of the space domain, which will most certainly ensure the long-term sustainability of space activities.
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Dynamic Stability: How AI will Reinforce, Not Overturn the Balance of Power

Michael Depp

ARTIFICIAL INTELLIGENCE (AI) IS likely to reshape the politics of the world in many ways that are yet unpredictable. To do that, however, AI must move forward from its current state as an “emerging” technology, into one that has in fact emerged. This has proved difficult for AI, which has been in consistent development since the mid-1950s, albeit with far more success since the rise of deep learning in the 21st century.

AI development continues to face numerous constraints such as its need for a specialised workforce and the massive costs in time and financing. It is likely, therefore, that only those states and companies that are already powerful will be able to field the AI systems that can materially affect world politics; this is especially true for military AI systems. In turn, we are unlikely to see a future where AI becomes the fulcrum by which the balance of international power will be radically overturned. AI deployment tends to be uneven and gradual, with small systems coming online one at a time in a way that does not easily upend international politics. This is again particularly pertinent to military systems where rudimentary AI applications have been slowly rolled out over the decades.

With the costs and difficulty of developing AI limiting the number of viable participants in the international AI competition and the specificity of its application preventing individual breakthroughs from having a wider appeal, AI will struggle to uniformly change the world. Even if it is being developed around the world, AI technology will not allow burgeoning tech hubs in Israel, India, Japan, South Korea, and the UK to supplant the United States and China as leading powers, as the latter have too many built-in advantages. However, despite its inability to overturn the balance of international power overnight, AI will still have a significant effect overall by spurring greater competition between the United States and China. Strategic deployments and clever use of AI systems could give a military enough of an edge
to overtake its international competitors, though its value will be most pronounced for those at the upper echelons of the balance of power and in tipping the scales of close competitions where the slightest change could have drastic consequences. Because of its numerous constraints and gradual deployment, AI will have the effect of creating more stability in the international balance of power writ large, but will also introduce great dynamism between individual competitors, creating a dynamic stability.

**Barriers to Entry**

ONE OF THE LARGEST largest barriers to the emergence and deployment of AI has been cost. The development costs of AI systems can easily reach into the millions, and this is even before they are tested, evaluated, validated, and deployed for actual use. The costs for developing an AI system are two-fold: there is a great deal of computational power required to train the system, and there is also a need for large sets of data to train it on.

The development of modern AI systems is iterative: they learn principally through repeated interaction: a chess program may play thousands or millions of games of chess in order to build the “expertise” necessary to play against humans. Naturally, for the system to carry this process out, it requires a great deal of computational power, a limited and often expensive resource. For example, Google used USD 1.5 million worth of computation cycles to develop its Meena chatbot. This computational power must either be found in the lab doing the AI research (in which case it must be diverted from other work at a cost, such as with Google) or rented from one that has available computing time (which comes with a more direct monetary cost), or often some combination of both which the MIT labs use given that its research needs require five times more computational capacity than they have available. This naturally gives AI laboratories with access to their own computing power a significant edge in the race to produce a viable AI system. It also winnows the number of organisations that can even produce AI systems: there is a limited amount of computational time that can be used or rented and if a firm has no access, it is automatically loses out on the AI race.

At the same time, massive datasets are required to train systems: for instance, in order for a computer to learn how to identify and target an incoming missile, it not only needs practice, but it also needs examples of what a missile is and what it looks like when one is launched. The precise amount of data required varies depending on both the task and the design of the system, but the larger the dataset, the better it is. Like computational cycles, these datasets must either be collected by the researchers, or purchased from those with actual datasets. This acts as yet another barrier to entry for potential AI development.

Another cost, and one that has been continually increasing, is talent. AI research is a complex and esoteric field that requires both specialised training and experience to carry out effectively. Trained and experienced talent is important in the development of modern AI systems, particularly those created through deep learning mechanisms, because the systems themselves are opaque: there is a general lack of codification of AI knowledge which is then difficult to pass on without practical experience. Thus, increasing the talent pipeline is difficult and not something that can be quickly scaled where it does not exist. As a result, existing talent can command a premium in price. It has already been reported that large technology firms are luring AI researchers away from universities in the United States with salaries in the hundreds of thousands of dollars. And even if they are not lured away by these large salaries, they tend to congregate in areas that have the resources to accommodate their research.

All of these effects are cumulative. Access to computational power, large datasets, and human talent are critical for the development of AI systems and all three are in short supply and are costly. This naturally
creates an edge for the labs that have either existing access to them, or the money to purchase that access. This has led to what has been dubbed the "de-democratisation of AI" where a smaller and smaller number of large firms and universities are able to hoard the resources necessary for AI development and thus constrain the ability of others to develop these systems. Not only are these capabilities concentrated in specific institutions, they are also concentrated geographically: a recent analysis published in the Harvard Business Review noted how AI research resources are concentrated in about 50 cities around the world (most of which are in the United States and China). Firms and universities in these cities have a significant advantage when it comes to developing AI technology, and the governments of those countries will be the ones to reap the political benefits of AI.

Finally, even after all of the costs and difficulties of developing and deploying an AI system have been completed, the final product will be a system that is specific to an individual task or goal. In order to tackle a new problem or adapt to an unexpected change, an entirely new AI system must be developed. AI development is not iterative; except for the trained staff, none of the components can necessarily be reused for a future project. These costs will have to be repeated for a significant amount of time in order to create enough systems to have a broad effect on either military or economic standing, further cementing the power of the leading states.

This specificity is barrier to preventing middle-tier global powers from using AI to catapult themselves beyond their rivals. Despite the cost and difficulty of AI development, great advancements have been made, and not only in the most prolific firms and universities. West Asian powers have used it to improve their military capabilities, with Iran improving its drone capabilities through swarming and Israel using AI to make the Palestinian occupation less costly. Meanwhile, Japan is using AI to improve its healthcare capacities and ability to take care of its aging population and India has used it to alleviate concerns about its labour market through improved automation. Many of these initiatives will likely bear fruit given enough time and effort despite the costs, but they will lack a broader significance because they will not easily translate to other fields: Japan's efforts in healthcare will not spill over into improving its military drone technology and Israel's use of AI for crowd control will not advance its data analytic industry. Upending the balance of international power will require much more than one breakthrough in a technology where every problem requires the reinvention of the wheel.

The Gradual Distribution of the Future

DESPITE THE CHALLENGES facing the development of AI systems and the many pitfalls that may be found on the road to functional development, AI already exists and surrounds us. AI does not just refer to far future androids or fully self-driving cars, but also far more mundane systems and programs that already have significant impact. Numerous AI systems already permeate daily life, such as the algorithms that deliver social media or search content, the computer opponents that populate online video games, and advanced tools in spreadsheets and tax software that make accounting many times easier.

And it is not only daily civilian life that has been altered by the gradual implementation of AI systems, whether rudimentary or what may come in the future; military systems have also been changed significantly by the rollout of AI and automated systems. Aircraft that automatically modulate the actions of pilots, missiles and bombs that guide themselves to targets while accounting for weather conditions, systems that filter out noise to make targets easier to spot in radar or early warning systems, and sonar systems that help differentiate between the noise of a blue whale or a Typhoon-class submarine have
all already altered the way that militaries plan and conduct operations. Despite the myriad systems that have already been used and deployed by militaries, they have yet to upend any balances of power precisely because only the most advanced militaries have been able to develop large amounts of them unaided.

However, there is an even bigger implication for the international balance of power for already deployed AI systems that was touched upon before: the specificity of AI systems. This will necessitate a gradual evolution of AI deployment as more advanced systems slowly come online. Unlike nuclear weapons, jet propulsion, or dreadnoughts which burst onto the international scene suddenly and upended the then-balances of power, AI’s graduality will be more akin to improvements to existing weapons systems that are regular and marginal. Even as new breakthroughs are taken advantage of and we move beyond the existing rudimentary AI systems, we are likely to see this same pattern borne out moving forward. It is very hard for a gradual but ever improving process to radically alter the world quickly. There is unlikely to be a tipping point on such a shallow ramp, especially one that is only accessible to a select few.

**Dynamic Stability**

HOWEVER, THIS IS not to say that AI will have no effect on the balance of international power or international politics generally. If powerful AI will likely be clustered in and controlled by the United States and China, it will further entrench their positions as leading states to an even greater degree, but it can also alter the balance between them. Instead of moving middle powers into the upper echelons of the balance, AI has the potential to create a stronger barrier to those upper echelons but change the nature of competition within them.

This is primarily the fear that animates the world’s global powers today. In particular, it can be seen clearly in the United States where the debate over the correct usage and development of AI has reached a fever-pitch: the National Security Commission on Artificial Intelligence notes: “China possesses the might, talent, and ambition to surpass the United States as the world’s leader in AI in the next decade.” The United States is not concerned that AI will create a new cast of near-peer competitors or reduce American standing in the world; its great fear is that an already formidable adversary will be able to use AI to become an even graver threat. At the same time, China is no passive observer of these trends; it too, recognises the strategic promise of AI systems and the danger of falling behind an American advantage, as their development plan clearly outlines the importance of AI development: “AI is a strategic technology that will lead in the future; the world’s major developed countries are taking the development of AI as a major strategy to enhance national competitiveness and protect national security.”

These fears are not far-fetched: it is entirely possible that a Chinese breakthrough in AI could threaten the American position in the Western Pacific or an American one could cement its already formidable global strength and counter Chinese military modernisations. These advancements could range from lethal autonomous robots that can greatly improve manpower and reduce risk to human forces, to loitering munitions that are much cheaper to produce and more lethal than existing rocket forces, to systems that can hasten military planning and decision-making to get inside an opponent’s OODA loop. However, with that being said, AI’s specific effect on the international balance of power will remain difficult to predict: as Michael Horowitz correctly points out, it will not be the systems themselves that change international politics but how they are used and adopted that will.

These predictions about the importance of AI to American and Chinese power in the future are likely to hold a large degree of truth, but they also add another potential source of dynamic in the balance of international power that is even more insidious: the effect that AI deployment itself can have on
perceptions. Since AI systems are so specifically designed, they are unable to deal with unexpected situations which makes them particularly brittle in a military context. This flaw could prove debilitating to their use on the battlefield, especially when they are untested by real world events: it will be difficult to know if a system will work as intended before it is actually used in a real-world environment.

At the same time, prudence should dictate that opponents treat those systems as operational and working even in cases where they may not be, creating a classic security dilemma. This can cause a dangerous situation where the deployment of an AI system provokes a strong reaction from an opponent while creating caution for the side deploying it, creating a crisis while offering no actual benefit. Like all technologies, AI can have a significant effect beyond its actual use, which may create dangerous instability in the international balance of power, but this effect’s contagion will still be limited to those who actually have the capacity to deploy these technologies.

Conclusion

TECHNOLOGICAL CHANGE CREATES unpredictability for international relationships. AI has a particularly potent possibility for creating these changes, but specific features of its development will drastically diminish its ability to upend the international balance of power. Its high cost in money and time, and the human talent required to develop it will narrow the pool of potential creators of AI; the de-democratisation of AI development leaves more power in the hands of relatively few states. At the same time, because it is a diffuse technology affecting all aspects of human life, but also a specific one that must be designed for an individual problem, its deployment will be gradual. This will prevent it from any widespread upending of the balance of power: any state liable to be dethroned will have time to marshal its own capacity to meet the new challenge over time, and that capacity is likely to be well suited to do so.

That is not to say that AI will have no importance in the international balance of power. Many of the most capable states will leverage their capacity to create it to improve their own position and are likely to reap large rewards as a result. Overall, because of the high barrier to entry, but with the allure of using it to alter the international balance of power, AI’s effect will be to introduce pockets of dynamism into the otherwise far more stable international balance of power that it helps create.


6. Facebook is a prime example here having its own access to images to training its own identification software, but also in packaging these resources for sale for use by other researchers. Kevin Lee and Xiaodong Wang, “The next Step in Facebook’s AI Hardware Infrastructure,” *Engineering at Meta*, April 22, 2021, https://engineering.fb.com/2018/03/20/ml-applications/the-next-step-in-facebook-s-ai-hardware-infrastructure/.
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VARIOUS COUNTRIES IN the Indo-Pacific region are witnessing an increase in the number and intensity of their cybersecurity threats. Emerging challenges include threats to national security and international supply-chain vulnerabilities as well as the weaponisation of cyberspace by state and non-state actors. Responding to these challenges, the Quadrilateral Security Dialogue (Quad) is emerging as a key leader in shaping security norms and alignments. As one of several new plurilateral formats in the region, the Quad was initiated to meet growing international challenges in the Indo-Pacific, particularly those pertaining to China’s rise as a great power.¹

Choosing plurilateral cooperation as a means to achieve national cybersecurity interests bears as many promises as potential pitfalls. The fundamental reasons why plurilateral platforms can prove effective include their flexibility in shaping norms and standards, a relative simplicity of knowledge exchange, the presence of trust-building opportunities, and their possible deterrence effects. On the downside, however, earlier plurilateral platforms have rarely succeeded in shaping international politics in a significant way. From IBSA² to the Shanghai Cooperation Organisation (SCO), plurilateral cybersecurity efforts have had little geopolitical impact, if at all. Such previous experiences raise pertinent questions on the resilience of the Quad cybersecurity cooperation and possible challenges the platform is likely to encounter in the next years.

This article analyses geopolitical and geoeconomic risks in the Quad’s cybersecurity cooperation. It begins with an overview of the dynamic cybersecurity threat landscape for Quad partners, followed by a brief history of Quad cybersecurity cooperation
The Indo-Pacific: An Ocean of Cyber Challenges

VARIED NORMS AND national interests have resulted in different understandings of what constitutes the Indo-Pacific region. Despite these differences, nations that have subscribed to the concept share an understanding of the Indo-Pacific as a geopolitical and geoeconomic space. Among the first nations to officially recognise the Indo-Pacific concept were the four Quad countries, i.e., Australia, India, Japan, and the United States. While each of them was affected by different cyber challenges during the 2010s, all four identified China’s heightened belligerence in cyberspace as a significant cybersecurity threat.

Until 2015, the United States strategy to deal with China’s rising cyber capabilities and willingness to use them for coercive purposes was geared towards offering China an active role in a rules-based order. This idea was most significantly incorporated in the US-China Cyber Agreement between Barack Obama and Xi Jinping. Months after the US had revealed that Advanced Persistent Threat Actor 30 (APT 30) had spied on Indian state secrets for 10 years, then President Obama still hoped to contain Chinese ambitions in global espionage.

However, national cybersecurity challenges between China and all four countries mounted in the following years. Chinese cyber espionage and cyber-attacks on key industrial enterprises and government agencies in Japan reinforced the political and economic distrust between the two nations. In 2016, revelations that the Chinese threat actor Bronze Butler had attempted and successfully intruded Japanese companies for at least ten years, added to Japan’s threat perception.

Australia’s cybersecurity concerns in its 2017 Foreign Policy White Paper reached far beyond issues of industrial and political espionage by calling for protecting critical infrastructures, fighting misinformation, and media manipulation. After the White Paper made a case for building a stronger cyber defence, then Prime Minister Scott Morrison in 2020 warned the Australian people of a possible state-sponsored cyber-attack targeting Australia’s national institutions. India’s alertness towards Chinese cybersecurity threats increased significantly after the border clashes in the Galwan Valley that began in May 2020. In the months after the initial skirmishes, India started experiencing power cuts. In Mumbai, where the greatest of such attacks took place in October 2020, local authorities identified the power outage as a result of malicious software. Meanwhile, the US, of all Quad countries is the only one with a public attribution system. Since its launch in 2017, the Cybersecurity & Infrastructure Security Agency (CISA) has declared Chinese threat actors as being responsible for various cyber-attacks on US territory, including espionage, attacks at critical infrastructure, and influence operations.

China’s rising assertiveness in cyberspace is the one central element that united Quad nations before the group came together for closer cooperation in 2020. The following section introduces the progress that Quad cybersecurity cooperation has made over the past two years.
The Emergence of the Quad as a Cybersecurity Actor

CYBERSECURITY COOPERATION HAS been a built-in feature of the Quad since the first informal gathering of foreign ministers at the sidelines of the United Nations General Assembly in September 2019. Only months after a serious cyber-attack on the Australian Parliament, which was believed to have originated in China, cybersecurity cooperation was jointly seen as a political priority. The evolution of Quad cybersecurity cooperation has since been stimulated by three high-level meetings.

During the first Quad Leaders’ summit which took place virtually in March 2021, heads of government agreed on stronger cooperation on new technologies within the emerging strategic principle of a “Free and Open Indo-Pacific.” The meeting’s key cybersecurity achievement was establishing a Quad Critical and Emerging Technologies Working Group. The group was formed to pave the way for planning a joint Quad approach as it was meant to develop a set of shared norms and standards as well as to identify shared priorities in telecommunications, supply chains, and public-private partnerships.

Six months after the initial summit in March 2021, Quad leaders met again and reviewed the recommendations of the established working group. They also designed the Quad Senior Cyber Group to coordinate cybersecurity matters within the Quad. The group now forms the core of the new Quad Cybersecurity Partnership and has two central functions. First, it provides a space in which it consults with different public and private stakeholders on matters like cyber standards, supply chains, and critical infrastructure resilience. Second, it is meant to utilise knowledge exchange mechanisms to drive the future cybersecurity agenda of the Quad.

While the Quad Senior Cyber Group is coordinated by senior officials within the four governments, the Quad summit further resulted in the launch of several multistakeholder projects to foster cooperation on specific technologies. Most significantly, leaders agreed on a Track 1.5 dialogue on 5G standards and Open RAN technology to enhance security, interoperability, and openness in the telecommunications sector. The Quad nations also created a Semiconductor Supply Chain Initiative and two Technical Standards Contact Groups on Advanced Communications and Artificial Intelligence (AI), respectively. Finally, Quad leaders identified policy coordination in multilateral organisations such as the International Telecommunications Union (ITU) as important areas. Including the ITU in their joint statement stands out, as this organisation was dominated by China in previous years and has recently played only a marginal role in US foreign policy.

The Quad Senior Cyber Group met for the first time in March 2022 and was led by member states’ senior officials coordinating national cyber security. The US statement following the meeting reflected a focus on protecting critical infrastructures and indicated an interest in extending cooperation in the Indo-Pacific region. Subsequently, the recommendations were provided as input to the most recent Quad Leaders’ Meeting in May 2022.

In the meeting, Quad leaders announced their intent on “improving the defense of our nations’ critical infrastructure by sharing threat information, identifying and evaluating potential risks in supply chains for digitally enabled products and services, and aligning baseline software security standards for government procurement, leveraging our collective purchasing power to improve the broader software development ecosystem so that all users can benefit.” The declaration marks the final step of the Quad to establish direct lines of communication and cooperation between the relevant national nodal agencies dealing with cybersecurity.
Cooperating directly through CERTs and ministries instead of setting up joint facilities or secretariats illustrates the Quad’s continuing self-perception as a platform. The Quad nations addressed the issue of increased areas of cooperation without introducing institutional mechanisms by defining leadership roles for each country. The meeting assigned Australia the responsibility for critical-infrastructure protection, India is tasked to coordinate supply-chain resilience and security, Japan’s key focus is on workforce development, and the US will lead efforts on software security standards.19

The Quad leaders not only increased horizontal cooperation, but also introduced vertical partnerships. The meeting confirmed that the Quad will extend people-to-people connectivity through a Quad Cybersecurity Day and capacity building programs which shall be open to partners in the Indo-Pacific region.

Finally, the Quad increasingly shows a willingness to deepen its cooperation towards specific cybersecurity challenges. At the sidelines of UNGA 2022, Quad foreign ministers announced that the platform will now more closely coordinate its efforts in fighting ransomware.20 While concrete measures remained missing in the statement, senior officials of Quad members now have a strong mandate that could potentially evolve into institutional mechanisms.

**Risks of Plurilateral Diplomacy**

Plurilateral platforms such as the Quad consist of “at least three but a limited number of sovereign nation states that jointly coordinate political or economic demands toward the international system or parts of it while maintaining a minimum degree of institutionalisation and delegation.”21 This section discusses past challenges faced by other plurilateral platforms to identify potential categories of political risk that they are susceptible to.

A central problem for plurilateral platforms is internal credibility. The SCO offers a suitable example for this instance. Led by China and Russia, the platform made quick advances on cybersecurity cooperation in the early 2010s. Russia proactively pushed for mechanisms and norms of international information security which elevated the SCO to a serious institution in this field.22 However, with India’s and Pakistan’s accession to the SCO, the organisation was not able to maintain this momentum. Instead of further shaping the international cybersecurity debate, the SCO’s international security aspirations proved to be without credibility for an environment in which key geopolitical competitors China, India, and Pakistan were involved in the decision-making process. Distrust and hedging tactics among member states have locked the SCO as a credible actor for cybersecurity cooperation.

Plurilateral platforms also fail to reach their goals when they lack external credibility. Dissatisfied with a US-dominated Internet, the IBSA nations India, Brazil, and South Africa pitched an alternative. The platform was initially well positioned to balance the US through South-South cooperation as it was formed by three key rising powers in Africa, Asia, and South America. IBSA realised that a Committee for Internet-Related Policy (CIRP) could position the platform as a leader of the Global South by calling for “improving the quality of peoples’ lives everywhere.”23 However, IBSA nations underestimated the effort needed to convince other countries of CIRP. After CIRP failed to find the necessary support in the UN, the proposal had to be withdrawn. Excluding other nations from developing an alternative model to Internet governance and supposing international support of the Global South without including many of its nations had a negative effect on IBSA’s credibility.
BRICS, for its part, provides evidence of how internal conflict among members in one policy area can limit the overall productivity of the platform. The group that includes Brazil, Russia, India, China, and later South Africa came together mostly to challenge international financial and trade institutions. In its first years, the group had a modicum of success even though some of its members had fundamental bilateral issues with another. After the Sino-Indian border crisis at Doklam in 2017, however, BRICS countries found it increasingly difficult to agree on shared points of view. Animosities had outgrown the will to seriously cooperate on global challenges and significantly impaired the ability of BRICS to formulate policy solutions in global governance.

Finally, plurilaterals can lose or change their function as a result of external shocks. One example that stands out is the Group of Eight (G8), a platform that had been designed by Western powers to find solutions to global challenges. In the early 2000s, the G8 remained a space for informal exchange on international issues such as trade, energy, and terrorism. Yet, when the global financial crisis erupted in 2007, neither the G8 nor other countries believed that the platform would be suitable to address the situation. A more inclusive G20 platform was formed and the G8 lost its status as a platform for international financial and trade issues.

**The Quad’s Four Biggest Cyber Risks**

INITIATING THE QUAD gave member countries a sense of optimism about maximising their national cybersecurity through cooperation. However, there are good reasons for Quad countries to proceed with caution and foresight. Applying the previously introduced ideal types of risks for plurilateral platforms, Quad countries must be aware of the following potential risk scenarios.

**Risk 1: Internal credibility. Multi-alignment strategies of Quad countries may decrease credibility.**

The United States is by far the most powerful cybersecurity actor among the Quad countries. Besides its membership in the Quad, the United States is also part of AUKUS and the Five Eyes intelligence alliance, while maintaining strong bilateral security partnerships with countries like Australia and the Philippines. As the United States is opting for a multi-alignment strategy, India might also deprioritise further Quad integration and instead seek to diversify its regional cybersecurity partnerships outside of Quad. If regional cybersecurity cooperation continues to fragment, the Quad can become susceptible to losing its status as a security coalition in the Indo-Pacific.

As the Quad is the only security platform that has the potential to be a regional leader in setting cybersecurity norms and standards, a solution could be to transform it into a cybersecurity alliance. While a security alliance in conventional domains appears unrealistic for various reasons, the promise of mutual assistance in defending against international cyber-attacks can significantly increase internal and external credibility. In the beginning, this can include a rapid response mechanism through which Quad nations immediately support an attacked member through satellite Internet access, when Internet availability is affected through the attack.
Risk 2: External credibility. Regional distrust of Quad’s geopolitical intentions can lead to a legitimacy deficit.

Many countries in the region regard the Indo-Pacific concept as a diplomatic instrument designed to isolate China. For some, such a call for division might even stand in paradigmatic opposition to the powerful narrative of the “Asian century.” If Quad countries are aiming to succeed in convincing regional players of their version of a free, open, and secure Indo-Pacific, they must make an offer to countries in the region. In other words, Quad countries have to prove to their regional partners that they are not securitising the Indo-Pacific for their own good, but instead offer cybersecurity solutions for all of them.

The Quad can increase its regional recognition by establishing Track 1.5 and Track 2 networks with other regional forums, most significantly ASEAN. There is a growing recognition within ASEAN, that cybersecurity capacity building is a quality that must be encouraged beyond national borders. An ASEAN-Quad cybersecurity capacity building programme could be a starting point for regional outreach. Establishing a cybersecurity warning mechanism among ASEAN and Quad CERTs could be central for trust and confidence building.

Risk 3: Internal conflict. Disagreements over the role of Big Tech may affect trust.

All four Quad countries are currently dissatisfied with how its partners wish Big Tech companies to be regulated. India has in recent years shown great aversion to US-based social media companies’ norms on online freedom of speech and even more significantly on the access of local data and standards for international routing. In one incident, the Twitter country office in New Delhi was even raided as part of a police investigation. In another incident in 2020, Australia clashed so massively with Facebook, that the company threatened to pull out of Australia. Two observers of the 2021 Quad summit pointedly summarised, “While the unity on display at the Quad summit was an impressive show of strength, it was also an incomplete picture that masked growing friction among members on several elemental technology issues such as cross-border data flows, data privacy, payments, digital taxation, competition, e-commerce, and law enforcement.” If such disagreements remain unsolved, they may cause hardly reconcilable trust deficits among the member states.

Diverging opinions on the role of US-based technology companies in other Quad markets are essentially a matter of trade as well as technology norms and practices. To deal with such issues, the European Union (EU) has already set up a bilateral Trade and Technology Council with the United States and India, respectively. The Track 2 Quad Tech Network offers an existing space that can be elevated to a more formal forum on technology and trade issues.

Risk 4: External shock. A more assertive China could probe the effectiveness and belie expectations.

As the institutional mechanisms of the Quad are still evolving and have yet to be tested, a major cyber-attack originating in China could catch the partners by surprise and evoke internal tensions. Such a scenario is, e.g., imaginable when an attacked Quad country wants other Quad nations to attribute a cyber-attack, but in response its partners prefer to first gain additional cyber-forensic confirmation. If a delayed attribution confers a heavy security, economic, or status cost on the impacted country, this Quad member might lose trust in its partners and their platform.
In their further integration, Quad members must remain cautious and serious over the aspirations that their decisions set free. For example, a joint attribution system of cyber-attacks could work properly only if the rules of attribution are clear. Instead of relying too heavily on cyber defence cooperation, the Quad could first turn to capacity-building solutions that increase the resilience of its members.

Outlook

ADDRESSING EACH OF these risks requires political will, timing, and a shared awareness of how to deal with challenges and potential setbacks. The Quad must act decisively and self-reflectively if it is to maximise the benefits of a unified and sustainable security partnership.

What distinguishes the Quad from other plurilateral platforms such as BRICS and IBSA is its unified belief in China as a geopolitical threat. As this shared belief is not likely to completely disappear within the next 50 years, the Quad countries have a realistic opportunity to shape many of the norms, standards, and institutional mechanisms as well as strategic imperatives for the digital Indo-Pacific in the decades to come. To succeed, the Quad must remain aware of its internal diversity and external pressures. If it wants to be a regional leader on cybersecurity efforts, the Quad Cybersecurity Partnership must make a credible offer for peace, prosperity, and stability in the entire Indo-Pacific region.

(Author’s note: I would like to thank Sameer Patil and Sarah Bressan for their most helpful and constructive comments on earlier versions of this essay. All shortcomings are my own.)

Endnotes

1. A plurilateral platform is a “political instrument by at least three but a limited number of sovereign nation states that jointly coordinate political or economic demands toward the international system or parts of it while maintaining a minimum degree of institutionalization and delegation”; Harsh V. Pant and Tobias Scholz, “BRICS: Expiring Political Relevance and Inspiring New Coalitions,” in Handbook on Global Governance and Regionalism, ed. Jürgen Rüland and Astrid Carrapatoso (Cheltenham, UK & Northhampton, MA, USA: Edward Elgar Publishing, 2022), 149–60, forthcoming.

2. IBSA is a plurilateral platform consisting of India, Brazil, and South Africa.


12. For the purpose of this article, the following paragraphs do only point to the Quad cybersecurity partnership and do not include cooperation in other areas relating to emerging technologies.


24. A security platform between Australia, the United Kingdom, and Australia.

25. Among the authors that have contributed in popularising such narratives are Parag Khanna’s *The Future Is Asian* (New York: Simon and Schuster, 2019) and Kishore Mahbubani’s *Has China Won?: The Chinese Challenge to American Primacy* (United Kingdom: Hachette, 2020). Their approaches vocalise an aspirational future in Asia without geopolitical conflict. While Mahbubani builds his argument on a predicted Western decline and the need for South-South solidarity to reduce global inequalities, Khanna’s work exclusively focuses on the economic growth trajectories in a connected and economically liberal Asia.
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