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ABSTRACT

This paper attempts to make a contribution in the context of the recent push in making India an e-empowered economy for promoting exports. The study stems from the premise that exports respond significantly to the costs associated with breaking into foreign markets and sustaining in those markets, whereas e-commerce offers a ready platform to minimise such costs. The empirical exercise focuses on export decision and export intensity, after adjusting for self-selection in exporting, to establish their responsiveness to e-commerce treatment. The possibility to choose the treatment in a purely non-random manner prompts the use of an endogenous treatment-effects regression model. Using a sample of 2,191 manufacturing firms in the period 2010—16, the results show that, on average, firms adopting e-commerce are 21.8 percent more likely to be exporters, and their intensity of export is likely to increase by 7.9 percent.

I. INTRODUCTION

Traders, policymakers and researchers are becoming increasingly aware that exports respond significantly to costs associated with breaking into foreign markets and sustaining, besides the macro and observed and unobserved firm and industry characteristics. Such costs typically include establishing marketing channels, accumulating information on demand sources, packaging, and upgrading product quality. Several implications follow because of these costs. First, current-period export supply depends largely on the number and type of producers that were exporting in previous
periods as costs accrued hinder the scope of flexibility. Second, transitory policy changes or macro shocks can lead to permanent changes in market structure as incurred costs make ex post reverting/realigning difficult. That is, costs produce “hysteresis” in trade flows. Third, when future market conditions are uncertain, incurred costs, by creating a barrier, govern the patterns of entry and exit to a considerable extent. Fourth, re-entry for exporters who have been out of the export market for a small period is easier than for a first-time exporter. Beyond a threshold period, however, the difficulty in re-entry is akin to those faced by a new exporter. This is mainly because the costs for exporters are contingent upon information acquisition that is likely to depreciate upon exit from the market. Thus, it becomes imperative that a reduction in costs make exporting more profitable for a substantial proportion of firms, incumbent or entrant.

E-commerce is commonly considered a ready platform to minimise costs of the nature discussed above. First, it lowers the cost of obtaining detailed content, on a one-to-one, one-to-many, or many-to-many basis. The scale of economies in providing content to consumers make it even more important, given the size of the potential market. Second, it allows for asynchronous communication, so that information access can take place at any time. It is especially valuable when widely differing time zones are involved, as in the global economy. Third, it allows considerable flexibility in dealing with information, with far greater interactivity and search capability than catalogues or menu-driven information. Easy and low-cost information gathering helps the seller build a robust model for market and product development. Fourth, the ability of consumers to direct queries to these electronic platforms makes it possible to rapidly search through millions of listings to find the items of interest. The main consequence of the increased reach is the improvement in the matching of buyers and sellers. Fifth, it enables large cost savings on distribution. Such savings include the reduction of handling within the store, theft, rent, and selling costs. Sixth, online stores benefit from economies of centralised inventories. A company can carry inventory at a much lower cost when it does so at a small number of distribution centres than on a store-by-store basis. Seventh, it has
significant potential for customised manufacturing. The example of Dell Computer Corporation illustrates that e-commerce can yield significant cost savings and improvements in the match between buyer preferences and the goods they purchase. Eighth, it helps in efficient customer–client relationship management with mass customisation, as all dealings with a particular account are integrated and marketing insights can be generated using these data, feedbacks, ratings and online surveys taken by the customers or clients.

The key impediments to adoption of e-commerce concern organisational issues, concordance with the incumbent systems, and transaction costs attributed to such systems. For example, a considerable restructuring in information exchange, motivations, and roles and duties is required for "collaborative replenishment schemes" to work where supplier takes the responsibility of endowing retailer's stocks with requisite supply. Moreover, each firm must undertake to comply with specific information templates tailored for the industry if communication across firms is to flow smoothly. Such restructuring and compliance are often tedious and political. Moreover, the mechanisms for redressal of conflicts, if they arise, must be smooth and timely. Some merchandise sellers, for instance, are averse to sell their stocks online to avert the "free rider" problem between departmental retailers (where consumers can check the stocks in person) and internet retailers (whose overhead costs are lower).

With regards to competition, e-commerce platforms face two-sided challenges. The traditional offline "brick-and-mortar" firms carry enormous strategic advantages in the forms of established brand names, stable geographic networks, and attainment infrastructure which are decisive in getting a product from the warehouse to the customer. The incumbent peers, on the other hand, in the rush to secure e-commerce landscape and gain market position, incur costs with a focus on customer acquisition and building infrastructure to achieve an efficient scale. The costs in both the cases are often incurred by way of aggressive pricing
mechanism and/or belligerent advertising and marketing expenses. This leads to a natural barrier for entry of firms that are less endowed.

Another challenging exercise is establishing the responsiveness of exports to e-commerce. First, exports will respond positively to e-commerce only if the cost advantages associated with e-commerce are perceived as over and above the cost of adoption and the competitive pressures. However, if the converse is perceived as binding, the effect of e-commerce on exports would be insignificant. So, ex ante, for a sample of firms, there is no obvious reason to expect any specific direction of responsiveness of exports to e-commerce; deep empirical investigation is the only way to solve the problem. Second, how much a firm would export depends on its self-selection to break into the foreign market. Accounting for self-selection is important because firms may select themselves into exporting in a purely non-random manner. For example, there may be several differences between firms that choose to export and those that choose not to, such as motivation, ability, or experience. Third, in both the steps—export decision and export intensity—the onus is on finding whether exports of firms treated with e-commerce are different from exports of firms that are not treated with e-commerce. In case the treatment is endogenous, as in this context, care must be taken to get consistent results on the responsiveness. Finally, several factors can potentially confound the relationship between exports and e-commerce. Such factors include policy regime, uncertainty, market structure, observable and unobservable firm and industry characteristics, and demand-side adjustments. These confounding factors must be suitably controlled.

The empirical exercise aims at accounting for the influence of self-selection on export decision by augmenting the specification for export intensity with the inverse Mills ratio. Subsequently, Heckman’s endogenous treatment-regression approach is used for estimating the responsiveness of exports to e-commerce. The approach coherently incorporates the correlation between the error terms in both the steps to account for the endogeneity problem. To perform the estimation, the exercise uses data on
the manufacturing firms in India in the period 2010–16. Based on a sample of 2,191 manufacturing firms, the following observations emerge. First, a dismal performance of exports is quite noticeable during the sample period in terms of lower growth rate. Second, the average treatment effect of e-commerce on both export decision and export intensity is positive and significant at 21.8 percent and 7.9 percent respectively. Third, several variables such as size, maturity, group affiliation, exchange rate, and uncertainty turn out to be significant in explaining e-commerce adoption, export decision, and export intensity. However, almost all the characteristics prompting firms to break into the foreign markets are significantly different from the characteristics that prompt them to export intensely.

The results reveal several important aspects of exporting and e-commerce adoption in India. They highlight a significant scope for policymakers in promoting exports, mainly in the realms of external credit availability, and provisions of infrastructure and procedural ease. In addition, a need to promote firms with distinctive characteristics with schemes suitable to their need is also quite evident. Further promotion of e-commerce-based exports will require policies that induce more firms and consumers to adopt e-commerce and a revival of world demand for exports.

The rest of the paper is organised as follows: section II presents a review of literature; section III discusses the macro structure of the country in the context of the current exercise; section IV outlines dataset and the variables; and section V presents the estimation exercise. The paper concludes with section VI.

II. LITERATURE REVIEW

Potential of e-commerce and its adoption

Past studies have examined technologies in general and have found many factors impacting the adoption decision of information and communication
technologies (ICTs) in organisations. Following Lefebvre and Lefebvre, these factors can be classified into two types: internal factors and external factors. Factors internal to the firm include a firm's characteristics such as size, maturity and type of business. Larger and mature organisations tend to have the resources and the competitive imperative to initiate deployment of new information technologies. Moreover, the type of business and sectoral differences are noted to be important in the acquisition of telecom products and services. External factors exist at three levels: industry, macro-economic, and national-policy level. These external factors affect the general and competitive environment within which a particular firm has to operate. For example, firms located in high-bandwidth telecommunication regions obtain better technological services to support e-commerce applications. Such access is generally better in urban areas than in rural areas. Ghosh, and Dasgupta et al. provide examples of companies in the US that took to the internet mainly because an increasing number of firms from developing countries are adopting electronic technology as a means of communication and distribution.

Dholakia and Kshetri, however, provide alternate evidence to Ghosh by showing that an increasing number of firms from developing countries are adopting electronic technology as a means of communication and distribution under competitive pressure from suppliers and customers in developed countries. Schware and Kimberley, in addition, point out that there are several cases of companies—particularly traditional, small, older firms—that have gone out of business because of their inability or unwillingness to demonstrate an electronic data interchange (EDI) capability.

**Costs associated with exporting**

The earliest economic models that considered the export decisions of firms facing fixed costs of entering and continuing in foreign markets include Baldwin, Baldwin and Krugman, and Dixit. These models suggest that firms face a large upfront sunk cost of entering a foreign market and a
smaller, period-by-period cost of continuing in the foreign market. Melitz extends these works by providing a framework for firms' export decisions in which heterogeneous firms face sunk costs of entry and uncertainty concerning their productivity. Specifically, he shows that only the more productive firms enter the export market, and simultaneously, the least productive firms exit the export market. Recent empirical works have extended the original models of export decision to allow for heterogeneity in the abilities and opportunities of production units. Some of the empirical regularities noted across economies are as follows.

First, export decisions are quite persistent. On average, each year, more than 80 percent of exporters continue exporting in the following year, and almost the same proportion of non-exporters do not export in the following year. Second, exporters tend to be bigger and more productive than non-exporters. On average, exporters are at least 10 percent more productive, employ at least 70 percent more workers, and use at least 10 percent more capital per worker. Third, export penetration costs account for 15–45 percent of the annual value of a firm’s exports. The continuation costs are considerably smaller, of the order of 1–5 percent of the annual value of exports.

A contagious issue in the current line of research pertains to approximating the sunk cost. Sunk costs have firm-specific, industry-specific as well as country-specific components. Three approaches are generally suggested to account for the effect of sunk costs of exporting. First, firms that are already familiar with the foreign market will have better information access and continue to export for longer periods. Thus, previous export experience can serve as the proxy for reduction in sunk costs. However, identifying export entry costs using this proxy requires separating persistence generated by sunk entry costs from any other sources of persistence in exporting status. For example, controlling for variables that measure managerial ability, product quality or foreign consumers’ affinity towards domestic brand is a prerequisite to correctly deduce the nature of sunk export entry costs. Second, the framework developed by Arkolakis
suggests that the majority of foreign-market entry cost is related to marketing and advertising. However, applicability of this proxy needs decomposition of incidental marketing expense into domestic and external markets components as the produce may be sold in both the markets. Moreover, marketing and advertising are also a valuable tool for market discrimination. Third, there exists destination complementarity features to sunk costs that influence firms' export status. For example, tariff rate, similar legal origin, and others, significantly affect the sunk costs of exporting to a destination.

**Exports and e-commerce**

There are only a few studies linking e-commerce to exports, mainly because of the lack of requisite data. Yong et al., in a theoretical setup, invoke cost advantages associated with e-commerce to show that e-commerce affects international trade positively by increasing the quantity of product sold, reducing the price of the product, and increasing the profits of firm. Yadav, in an empirical exercise on firms from developing countries of Asia and sub-Saharan Africa, looks at the impact of internet use on their export behaviour. She finds that use of e-mail and private website has a positive impact on the extensive margin of enterprise export but not on the intensive margin. In addition, both these internet tools only affect export likelihood of manufacturing enterprises and not of service enterprises. Meijers corroborates the finding of Yadav by showing that internet use does not explain economic growth directly in a fully specified growth model. Specifically, using a sample of 162 countries, he shows that internet use impacts trade, and trade impacts economic growth. In addition, he also shows that internet use impacts trade in low-income countries more than in high-income countries, whereas the impact of trade on economic growth is the same for both income groups. Najarzadeh et al., however, show that the internet, besides mitigating the costs of exporting, also increases labour productivity. Specifically, using a sample of 108 countries, they show that increasing the number of internet users by 1 percent increases GDP per employed person by $8.16–$14.6.
Bianchi and Mathews, and Mathews et al. augment this line of research by investigating the link between internet marketing capabilities and international market growth. For a sample of Chilean and Australian firms, they show that firms deploying internet marketing capabilities benefit due to the reduction of information uncertainty and increased capacity to develop international networks. Timmis investigates whether firms export directly or via intermediaries upon adopting internet technology. He finds that internet access amplifies direct trade, and it is likely to diminish indirect trade. Interestingly, he also finds that in developing countries, firms with internet technology export more than those without it. Kurihara and Fukushima confirm and expand on this finding by showing that the effect of internet on international trade is larger in Asian countries, although it has positive effects for both developed and developing countries.

II. MACRO AND POLICY STRUCTURE

The mechanism for sustaining exports is a recurrent issue of debate, mainly because of the country- and time-specific nature of such a mechanism. A study with any pretention of a full disclosure of the role of exports will, therefore, undoubtedly have to caricaturise the underlying economy. To this end, this section presents the broad outline of exports and its underlying structure in India. It also glances through similar patterns in China, Brazil and the US as references.
In table 1, the first block presents the average annual growth in export of goods and services. It shows that the countries witnessed an export slowdown in the sample period. This slowdown is attributed to cyclical factors such as weakness in global demand and structural weakness of Indian exports. For example, Hoekman attributes the slowdown to lower trade income elasticity world over, whereas Hong et al. attribute it to the weak position of the Chinese markets that influence other countries on the globe. Krishna and Kumar, in addition, argue that lack of necessary infrastructure and skills in the comparative-advantage (labour-intensive) sectors of the country, weak integration with global production networks, and rising real wages lead to the noted fall in Indian exports.

<table>
<thead>
<tr>
<th>Time to export (days)</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>India</td>
<td>17.0</td>
<td>17.0</td>
<td>16.0</td>
<td>16.0</td>
<td>17.1</td>
<td>17.1</td>
</tr>
<tr>
<td>China</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
</tr>
<tr>
<td>Brazil</td>
<td>12.0</td>
<td>13.0</td>
<td>13.0</td>
<td>13.0</td>
<td>13.4</td>
<td>13.4</td>
</tr>
<tr>
<td>US</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cost to export ($ per container)</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>India</td>
<td>895.0</td>
<td>1005.0</td>
<td>1045.0</td>
<td>1070.0</td>
<td>1332.0</td>
<td>1332.0</td>
</tr>
<tr>
<td>China</td>
<td>500.0</td>
<td>500.0</td>
<td>500.0</td>
<td>580.0</td>
<td>823.0</td>
<td>823.0</td>
</tr>
<tr>
<td>Brazil</td>
<td>1135.0</td>
<td>1650.0</td>
<td>2075.0</td>
<td>2075.0</td>
<td>2414.3</td>
<td>2322.8</td>
</tr>
<tr>
<td>US</td>
<td>1050.0</td>
<td>1050.0</td>
<td>1050.0</td>
<td>1090.0</td>
<td>1164.0</td>
<td>1224.0</td>
</tr>
</tbody>
</table>

Notes: Exports of goods and services represent the value of goods and market services provided to the rest of the world. They exclude compensation of employees, factor income and transfer payments. Time to export is the number of calendar days necessary to comply with all procedures required to export goods. The waiting time between procedures is included in the measure. Cost to export is for a homogeneous new product of weight 15 metric tonnes and value $50,000. Cost includes payments for a freight forwarder, customs broker, international shipping, domestic transport, clearance and inspections by customs and other government agencies, port or border handling, and document preparation.

Datasource: World Bank.
The second and the third blocks sum up the costs faced in exporting, in terms of “time to export” and “cost to export.” A trade-off between the two variables for the three developing countries under consideration, apart from the effect of export slowdown in the recent years, is quite evident. The case of US, however, suggests that with further development, a country may optimise on both the variables. Therefore, a significant scope for reduction in time and cost to export is quite plausible for India. A similar pattern emerges in formal credit support to exports as well (Figure 1). The Government of India has a priority sector lending programme, which is intended to benefit exports besides other sectors such as agricultural; weaker-section enterprises; micro-, small- and medium-scale enterprises; education; housing; social infrastructure; and renewable energy. Banks are advised to lend these sectors to the level of 40 percent out of their adjusted net bank credit. However, there is no sub-target for exports within the priority sector. The lack of specific sub-target and the slowdown, thus, resulted in low credit allocation to the exports following the year 2013–14.

**Figure 1: Priority Sector Credit and Export Credit in India**

![Image of Priority Sector Credit and Export Credit in India]

*Notes: Export credit is on the primary Y-axis. Priority sector credit is on the secondary Y-axis. Data source: Reserve Bank of India.*
Table 2 presents a glimpse of the internet usage. The first block suggests that the past few years have experienced unprecedented rise in internet usage. From 2010 to 2015, in most countries, the proportion of internet users out of their respective population has increased by 16 percent to 20 percent, where most of the increase has come from the cellular platform (third block) as it provides more spatial flexibility in usage. The table reveals that the proportion of internet users in India saw a surge from 2013 onwards. This is mainly because of the launch of the fourth-generation internet services on cellular platform in early 2013, a year after it was launched on dongles and modems.

### IV. DATASET AND VARIABLES

The major data source for this empirical exercise is Capitaline. It is one of the largest data depository for the corporate sector in India, covering more than 30,000 firms across 3,000 variables and ratios. The data on policy and macro variables is taken from the Reserve Bank of India (RBI) and the World Bank. The sample period for the study is 2010–16. The sample period is chosen in a way that it is not congruent with any major crisis, such as the

<table>
<thead>
<tr>
<th></th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet users (% of Population)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>7.500</td>
<td>10.070</td>
<td>12.580</td>
<td>15.100</td>
<td>21.000</td>
<td>26.000</td>
</tr>
<tr>
<td>China</td>
<td>34.300</td>
<td>38.300</td>
<td>42.300</td>
<td>45.800</td>
<td>47.900</td>
<td>50.300</td>
</tr>
<tr>
<td>Brazil</td>
<td>40.650</td>
<td>45.690</td>
<td>48.560</td>
<td>51.040</td>
<td>54.551</td>
<td>59.079</td>
</tr>
<tr>
<td>US</td>
<td>71.690</td>
<td>69.729</td>
<td>74.700</td>
<td>71.400</td>
<td>73.000</td>
<td>74.452</td>
</tr>
</tbody>
</table>

|                  |       |       |       |       |       |       |
| Fixed broadband subscription (per 100 people) |       |       |       |       |       |       |
| India            | 0.912 | 1.093 | 1.212 | 1.192 | 1.243 | 1.321 |
| US               | 27.069| 28.045| 29.138| 30.005| 30.321| 31.023|

|                  |       |       |       |       |       |       |
| Cellular mobile subscription (per 100 people) |       |       |       |       |       |       |
| India            | 62.390| 73.198| 69.922| 70.783| 74.484| 78.062|
| China            | 63.170| 72.071| 80.763| 88.708| 92.273| 92.180|
| Brazil           | 100.88| 119.000| 125.000| 135.310| 138.950| 126.590|
| US               | 91.312| 94.440| 96.010| 97.078| 110.200| 117.590|

Datasource: World Bank.
sub-prime crisis of 2007–09, and it has representation for the latest year for which data is available. The firms chosen are mainly from the manufacturing sectors based on the National Industrial Classification (NIC) codes of 2008. NIC codes classify firms into industries based on their major activity, and such a classification is consistent across years in the sample period. To avoid the influence of outliers, the extreme 1 percent observations for each variable are winsorised. Meeting these conditions yields an unbalanced sample of 2,191 firms with 12,210 observations.

Three variables are of key interest in this context: e-commerce adoption, export decision and export intensity. Below are the definitions of these variables, followed by a discussion of their potential determinants.

**E-commerce adoption:** Ideally, firms that have adopted e-commerce can be identified as those having a registered e-mail and a website. However, in the dataset, these domain variables are noted as the background indicators, implying that same entry is recorded for all the years, irrespective of when the firms acquired them. This definition, by design, renders those variables insignificant that have only annual variation. Such variables are typically macro and policy variables. This problem is tackled by interacting the domain variables with a dummy for expenditure on computers. Specifically, e-commerce adoption is defined as a dummy, which takes the value one for a firm (having registered e-mail and a website) for all the years since it first made an expenditure on computers, and zero otherwise. To illustrate, if a firm having registered e-mail and a website in the sample period \(t_0\) to \(t_T\) makes expenditure on computers for the first time in year \(t_k\), the period \(t_k\) to \(t_T\) is recorded as one and \(t_0\) to \(t_{k-1}\) as zero.  

**Export decision:** It is defined as a dummy that takes the value one if a firm is exporting and zero otherwise.

**Export intensity:** It is defined as the ratio of value of exports (FOB) and total sales.
Variables affecting e-commerce adoption

Firm-level variables

Size: Larger firms are better able to manage the fixed and variable costs associated with the use of the e-commerce, given their resources. Smaller firms, on the other hand, have greater growth potential to motivate them to invest in cutting-edge technology. Therefore, the ex-ante effect of size on e-commerce adoption is ambiguous. To measure size, natural logarithm of assets is used.

Maturity: Older firms signal that they have survived all ups and downs in the market by aligning their strategies to the market. However, such firms may also thrive because of intrinsic value created through traditional modes of business, and may be reluctant to mend ways. Thus, ex ante, the effect of maturity on e-commerce adoption is ambiguous. To measure maturity, natural logarithm of the number of years since the incorporation firms is used.

Foreign ownership: Foreign-owned firms are more likely to have better access to resources, information and technical expertise. Therefore, such firms are more likely to adopt e-commerce. The variable is defined as a dummy, which takes the value one if a firm has 10 percent or more foreign promoters share and zero otherwise.

Group affiliation: Firms affiliated to groups are expected to have better access to information and better network compared to standalone firms. However, some business groups mainly exist for the benefit of the typically small number of investors that control the group. This complicated ownership structures of business groups may lead to severe agency conflicts and obliterate the incentive to make investments in newer technology. Thus, ex ante, the effect of group affiliation on e-commerce adoption is ambiguous. The variable is defined as a dummy, which takes the value one if a firm is affiliated to a group and zero otherwise.
**Growth opportunities:** Firms facing favourable growth opportunities indicate further scope of profitable ventures. Such firms are more likely to adopt e-commerce as it provides a potentially effective means of margin building. Two proxies for growth opportunities are commonly used in the literature: sales accelerator and Tobin's q. Sales accelerator is defined as the growth in operating income (sales) in two consecutive years. Tobin's q is defined as the ratio of the market value of a firm to the book value of its assets. Tobin's q is a forward-looking measure, but its use restricts the sample to firms that are listed in stock exchanges. The accelerator, unlike Tobin's q, is backward looking, but it is not susceptible to omission of firms that are not listed. Since there are many unlisted firms in the sample used, the exercise employs sales accelerator.

**Productivity:** Productive firms are those that have larger output-to-input ratio. Since e-commerce offers the possibility of cost reduction and economies of scale, productivity is expected to have a positive effect on e-commerce adoption. The ratio of total revenue to total expenditure is used as the proxy for productivity.  

**Availability of external finance:** Availability of external finance eases the adoption of e-commerce from the resource side. The exercise replaces availability of external finance with the ratio of net fixed assets to total assets (asset tangibility) as firms that have more tangible assets are likely to find it easier to pledge for external finance.

**Marketing, distribution and advertising expenditure:** For firms that incur high marketing, distribution and advertising expenditure, e-commerce offers a convenient way to economise on these heads. Thus, a positive relationship is likely between e-commerce adoption and marketing, distribution and advertising expenditures. These variables are normalised by sales.

**Unobservable firm characteristics:** To control for the firm-specific unobservable characteristics, the exercise includes firm dummies, which are time invariant.
Industry-level variables

**Market concentration:** Firms in concentrated industries, relative to competitive industries, are less likely to engage in practices that are cost effective and that increase market share. Thus, market concentration is expected to affect e-commerce adoption negatively. The exercise uses the Herfindahl–Hirschman Index (HHI) as the measure of concentration in each industry. HHI is defined as the sum of the squares of market shares of all the firms in an industry, where “industry” is taken at five-digit NIC level.

**Relative industry revenue growth:** Firms with positive relative industry revenue growth are those that perform better than their peers in other industries. Such firms are more likely to invest in cost-reduction technologies. Therefore, there is likely to be a positive relationship between relative industry revenue growth and e-commerce adoption. Relative industry revenue growth is defined as the difference between the median sales growth of an industry at five-digit NIC level and the median sales growth across all industries in the corresponding two-digit NIC level.

**Other variables**

**Domestic internet penetration:** Those firms that are uncertain about the mode of customers'/clients' attention (online versus offline), may take domestic internet penetration as a proxy of their customer orientation. Thus, domestic internet penetration should affect e-commerce adoption positively. The variable is defined as the proportion of internet users to total population.

**Cost of supporting hardware:** If firms face a lower cost of supporting hardware, they are more likely to adopt e-commerce. Wholesale price index for IT hardware is used as the proxy for the variable.
Variables affecting export decision and export intensity

Most variables discussed below influence both export decision and export intensity, except for time and cost to export, which influence export decision only. These two variables, conditional on the decision, do not influence export intensity.

Firm-level variables

Size: Larger firms are more likely to manage the costs associated with breaking into the external market, given their resources, and are thus more likely to export than smaller firms. However, conditional on breaking into external market, smaller firms are more likely to pursue an intense exporting strategy as they enter into such markets with much higher stake and potential for growth. Thus, size is likely to have positive effect on export decision and negative effect on export intensity.

Maturity: Older firms signal that they have survived all ups and downs in the market by adjusting to it, and they have accumulated significant amount of information about the product market and their competitors. Such firms are more likely to export. However, conditional on their decision to export, younger firms—like smaller firms—are more likely to pursue an intense exporting strategy as they enter into such markets with much higher stake and potential for growth.

Foreign ownership: Foreign-owned firms are likely to have a better access to networks, resources, information and technical expertise. Therefore, such firms are more likely to export. For the same reason, their export intensity is also likely to be higher.

Group affiliation: Firms affiliated to groups are expected to have better access to information and better network compared to standalone firms. Therefore, such firms are more likely to export. For the same reason, their export intensity is also likely to be higher. However, standalone firms, to
establish networks, may export more intensely upon breaking into the external market. Additionally, the complicated ownership structures of business groups may also obliterate the incentive to export intensely. Thus, ex ante, the effect of group affiliation on export intensity is ambiguous.

**Growth opportunities:** Firms facing favourable growth opportunities indicate further scope of profitable ventures. Such firms are more likely to export as exporting provides a potentially effective means of tapping margins from multiple markets. For the same reason, their export intensity is also likely to be higher.

**Productivity:** Productive firms are typically noted to export since such firms are more likely to thrive amidst tough competition. Thus, productivity is likely to have a positive effect on export decision and its intensity.

**Availability of external finance:** Availability of external finance helps in meeting the costs related to exports from the resource side. Thus, firms that can readily avail external finance are more likely to export. For the same reason, their export intensity is also likely to be higher.

**Unobservable firm characteristics:** To control for the firm-specific unobservable characteristics, firm dummies are included, which are time invariant.

**Industry-level variables**

**Market concentration:** Firms in concentrated industries, relative to competitive industries, typically enjoy sizable market power and higher margins on their product. Such firms are less likely to be motivated to expand into other markets. Thus, it is expected that market concentration affects export decision and its intensity negatively.

**Relative industry revenue growth:** Firms with positive relative industry revenue growth are those that perform better than their peers in other
industries. Such firms are more likely to engage in external markets. Thus, there is expected to be a positive relationship between relative industry revenue growth and exports. For the same reason, their export intensity is also likely to be higher.

**Other variables**

**Exchange rate:** A fall in the relative domestic prices due to exchange rate depreciation makes exports cheaper in international markets, resulting in increased demand for exports. Therefore, it is likely that exchange-rate depreciation affects export decision and its intensity positively. A similar argument can be made for exchange-rate appreciation. As the measure of exchange rate, the exercise uses the annual mean of real effective exchange rate (REER) between INR and USD.

**Uncertainty:** Firms facing uncertainty have two opposite motives for engagement. An engagement, before uncertainty unfolds, may lead to acquisition of a strategic growth option in terms of stronger ex post market share. However, the uncertainty might also lead to a dismissal of the undertaken engagement as mere sunk costs without any potential advantage in near future. These two motives make the association of uncertainty with export decision and its intensity ambiguous ex ante. Following Campa, and Padmaja and Sasidharan, the paper uses daily data on REER to construct the measure of uncertainty. The process is as follows. First, construct the return series as the change in the log of the base REER series from the previous date. Second, check for stationarity and structural break in the return data, which is found to be stationary and without any structural break. Third, choose lag length based on various information criteria (Akaike, Bayesian and Schwarz criteria) and check for the best fit among the various models in the ARIMA-ARCH family. Exponential generalised ARCH (1, 1) or EGARCH (1, 1) is found to be a better fit than the competing models. Finally, compute the annual uncertainty score by taking the mean of the predicted conditional variance over each year and
dividing it by the square root of the number of observations in the respective year. The division is performed to annualise the series.

**Low export credit dummy:** The Government of India, as discussed in section 3, has a priority sector lending programme, which is intended to benefit exports, in addition to other sectors. But there is no sub-target for export credit within the priority sector. The lack of specific sub-target and slowdown of exports resulted in low credit allocation to the exports following the year 2013. The effect of this low export credit regime is captured by using a dummy, which takes the value one for year 2013 onwards and zero otherwise. This is likely to influence export decision and its intensity negatively.

**Cost to export:** The cost to export acts as a detriment on expected profits from exports. It is computed assuming a homogeneous new product of weight 15 metric tonnes and value $50,000. It is expected to have negative impact on the decision to export.

**Time to export:** Time to export is the number of calendar days necessary to comply with all procedures required to export goods. It is expected to influence export decision negatively.

**Descriptive Statistics**

Table 3 presents the descriptive statistics for the variables discussed above. It suggests that the sample firms, on average, are bigger, mature, productive, creditworthy, and competitive; they face positive growth opportunities and industry demand. Such firms export to the extent of nearly 15 percent of their sales. Looking at the composition of the sample firms, nearly two-thirds of the firms are exporters and almost one-third of the firms are affiliated to a group. The proportion of foreign firms is lower at around 12 percent. About 47.3 percent of firms reported e-commerce adoption, which is one of the main variables in the current context. Overall,
the sample firms come from a heterogeneous distribution of all the variables.

Figures 2 to 6 present the plot of variables with annual variation. Several points are noteworthy. First, 4G internet services were launched in India in mid-2012 and were priced at the same level as 3G internet services. With better data quality post this launch, more individuals adopted the internet. There is, therefore, an observable kink in the domestic internet penetration in the year 2013 in figure 2. The years following 2013 saw internet penetration at a greater pace than the years before. Second, with the launch of 4G services, sellers of the 3G devices accumulated sizable inventory as the demand then shifted to 4G devices. This led to a downward pressure on the prices of the 3G devices and subsequently in the fall of WPI of IT hardware as can be seen in figure 3. Third, a consistent depreciation of INR versus USD, as seen in figure 4, can be attributed to several factors such as stable trade pattern of the US compared to India; India’s widening current account deficit; India’s political turbulence; and growth slowdown. Fourth, the economic uncertainty, constructed using REER series in figure 5, increased in two periods: 2010–11 and 2013–14. While the earlier phase can be accredited to the overshoot of the sub-prime crisis, the later phase can be attributed to two factors. There was an indication that the US may withdraw or ease the fiscal stimulus package, which could potentially put the brakes on funds for developing economies.

Moreover, there was a decision by the RBI and the Government of India to impose temporary restrictions on capital flows. Such a development did not go well with the markets, as it not only discouraged Indian companies from investing abroad, but also foreign firms from pumping money into India. Finally, the cost and time to export increases at a greater pace starting 2013 than in the years before. This increase occurred despite the focus of the national policy to promote exports, and therefore, it can be attributed to the slowdown of trade.
Table 3: Descriptive Statistics of Variables with Cross-Sectional Variation

<table>
<thead>
<tr>
<th>Quantitative variables</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Export intensity</td>
<td>0.153</td>
<td>0.028</td>
<td>0.237</td>
</tr>
<tr>
<td>Size</td>
<td>4.481</td>
<td>4.565</td>
<td>2.046</td>
</tr>
<tr>
<td>Maturity</td>
<td>3.371</td>
<td>3.332</td>
<td>0.529</td>
</tr>
<tr>
<td>Growth opportunity</td>
<td>0.109</td>
<td>0.083</td>
<td>0.411</td>
</tr>
<tr>
<td>Productivity</td>
<td>1.084</td>
<td>1.126</td>
<td>0.298</td>
</tr>
<tr>
<td>Availability of external finance</td>
<td>0.540</td>
<td>0.552</td>
<td>0.196</td>
</tr>
<tr>
<td>Marketing expenditure</td>
<td>0.001</td>
<td>0.000</td>
<td>0.009</td>
</tr>
<tr>
<td>Distribution expenditure</td>
<td>0.021</td>
<td>0.012</td>
<td>0.046</td>
</tr>
<tr>
<td>Advertising expenditure</td>
<td>0.007</td>
<td>0.000</td>
<td>0.048</td>
</tr>
<tr>
<td>Market concentration</td>
<td>0.290</td>
<td>0.214</td>
<td>0.234</td>
</tr>
<tr>
<td>Relative industry revenue growth</td>
<td>0.039</td>
<td>0.023</td>
<td>0.317</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Qualitative variables</th>
<th>Percentage: yes</th>
<th>Percentage: no</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-commerce adoption</td>
<td>47.30</td>
<td>52.70</td>
</tr>
<tr>
<td>Exporter decision</td>
<td>64.22</td>
<td>35.78</td>
</tr>
<tr>
<td>Foreign ownership</td>
<td>11.93</td>
<td>88.07</td>
</tr>
<tr>
<td>Group affiliation</td>
<td>35.73</td>
<td>64.27</td>
</tr>
</tbody>
</table>

Figure 2: Domestic Internet Penetration

Data source: World Bank.

Figure 3: Cost of Supporting Hardware

Data source: RBI.
V. ESTIMATION

This section attempts to empirically ascertain the responsiveness of exports to e-commerce after controlling for all other plausible factors as discussed in section 4. The approach involves first estimating the determinants of

Data source: RBI.

Figure 4: Real Effective Exchange Rate

Data source: RBI.

Figure 5: Uncertainty

Data source: World Bank.

Figure 6: Cost and Time to Export

Data source: World Bank.
export decision by incorporating e-commerce adoption as a treatment. Subsequently, it estimates the determinants of export intensity conditional on the decision to export and e-commerce adoption. The full empirical model is outlined in Appendix A2.

The first exercise follows from a potential non-zero correlation between the unobservables that affect e-commerce adoption and the unobservables that affect export decision. Examples of such unobservables may be motivation or ability. In such a case, e-commerce treatment is endogenous to the export decision. Specifically, the endogenous treatment-regression model, proposed by Heckman, is composed of an equation for the outcome (i.e. export decision) and an equation for the endogenous treatment (i.e. e-commerce adoption). Maddala discuss a Maximum Likelihood (ML) estimator for the endogenous treatment-regression model. The second exercise investigates the determinants of export intensity conditional on the decision to export and e-commerce adoption. Since firms choose whether to export or not, the decision to export implies self-selection by firms. Such self-selection may accrue in a purely non-random manner, making the determination of causation difficult. For example, there may be many differences between firms that choose to export and those that choose not to export, such as motivation, ability and experience. Following Heckman, self-selection can be accounted for by augmenting the export intensity equation with inverse Mills ratio computed from the first exercise. The e-commerce treatment is also allowed to endogenously influence export intensity, over and above its influence on export decision. This is because, as discussed in sections 1 and 2, e-commerce not only eases the fixed cost of entry into the exporting market but also economises on the subsequent marginal costs.

An additional challenge is in identifying the equations on export intensity, export decision and e-commerce adoption. To tackle this challenge, there is ensured at least one variable in the equations on export decision and e-commerce adoption that, besides being distinct in these equations, is excluded from the export intensity equation. This consideration results in
the exclusion of two variables, “cost to export” and “time to export,” from the export intensity equation that are present in the export decision equation. Similarly, two variables—domestic internet penetration and cost of supporting hardware—are included in the e-commerce adoption equation but excluded from export intensity equation.

Finally, there is a possibility that firms may export in one year and may not export in another year within the sample period. This implies that the unit of analysis is firm-year, and the structure of the data is cross-sectional. This setup poses two key challenges. First, fixed firm effects will remain. Second, the estimate of lagged exports will be biased due to its correlation with the fixed effects if it is an important variable in explaining current exports. Mean-differencing the variables can remove fixed effects. However, the dynamic panel bias (due to correlation of lagged dependent variable with fixed effects) still remains. Following Nickell, this bias is negative if the coefficient of lagged dependent variable is positive. Thus, a positive coefficient associated with lagged investment implies that the results are valid with even greater force. These aspects are kept in hindsight while discussing the results.

**Determinants of export decision with endogenous e-commerce treatment**

Table 4 presents the endogenous treatment-regression model where the outcome equation pertains to export decision and the treatment equation pertains to e-commerce adoption. The Wald test, at the bottom of the table, indicates that the two equations are not independent. The estimated correlation between the treatment-assignment errors and the outcome errors, rho, is 0.508. The positive correlation indicates that unobservables that lead to e-commerce adoption tend to occur with unobservables that increase the propensity to export.

In explaining export decision, several variables turn out to be significant. The estimated average treatment effect (ATE) of e-commerce adoption on
export decision, which is the main variable of interest, is 0.218. This number is significant, implying that those firms that adopt e-commerce are 21.8 percent more likely to export than those that do not. Among the firm-level variables, the coefficient of lagged exporting status, with a positive sign, suggests that firms that have already been exporting have amassed a pool of knowledge regarding the destination market and preferences of the customers, and have already incurred the sunk costs for exporting. Given such endowments, such firms are more likely to export. The coefficients associated with size and maturity are positive, implying that such firms—due to their resources and accumulated information regarding the product market and their competitors—are more likely to break into the foreign market. The coefficients of foreign ownership and group affiliation are positive. It suggests that foreign firms and firms belonging to a group are more likely to export as they have well-established networks and a pool of information to channel such a decision. The positive coefficients associated with growth opportunities and productivity suggest that firms that have scope of profitable ventures by way of increasing sales and the ability to build margins by cost-effective means are more likely to export.

Among the industry-level, macro-level and other significant variables, the coefficients associated with market concentration and relative industry revenue growth are negative and positive respectively. They suggest that firms in competitive industries and firms with better performance than their peers in other industries are more likely to export as it offers them a hedge against future downside risk, as well as a potential increase margin on the other. The coefficient of exchange rate is negative, suggesting that exchange-rate depreciation makes exports cheaper in international markets and, thus, prompts firms to export. Uncertainty assumes a negative sign, implying that firms perceive the fear of a sunk cost over and above the growth option when uncertainty unfolds. Thus, uncertainty depresses export decision. The coefficients associated with time to export and cost to export are negative. They imply that time lag and cost incurred act as deterrents in firms' export decision.
### Table 4: Determinants of Export Decision with Endogenous E-Commerce Treatment

<table>
<thead>
<tr>
<th>Outcome equation: Export decision</th>
<th>Treatment equation: E-commerce adoption</th>
</tr>
</thead>
<tbody>
<tr>
<td>L. Export status</td>
<td>Size</td>
</tr>
<tr>
<td>Size</td>
<td>Maturity</td>
</tr>
<tr>
<td>Maturity</td>
<td>Foreign ownership</td>
</tr>
<tr>
<td>Foreign ownership</td>
<td>Group affiliation</td>
</tr>
<tr>
<td>Group affiliation</td>
<td>Growth opportunity</td>
</tr>
<tr>
<td>Growth opportunity</td>
<td>Productivity</td>
</tr>
<tr>
<td>Productivity</td>
<td>Availability of external finance</td>
</tr>
<tr>
<td>Availability of external finance</td>
<td>Marketing expenditure</td>
</tr>
<tr>
<td>Marketing expenditure</td>
<td>Distribution expenditure</td>
</tr>
<tr>
<td>Distribution expenditure</td>
<td>Advertising expenditure</td>
</tr>
<tr>
<td>Advertising expenditure</td>
<td>Market concentration</td>
</tr>
<tr>
<td>Market concentration</td>
<td>Relative industry revenue growth</td>
</tr>
<tr>
<td>Relative industry revenue growth</td>
<td>Domestic internet penetration</td>
</tr>
<tr>
<td>Exchange rate (REER)</td>
<td>Cost of supporting hardware</td>
</tr>
<tr>
<td>Uncertainty</td>
<td></td>
</tr>
<tr>
<td>Low export credit dummy</td>
<td></td>
</tr>
<tr>
<td>Time to export</td>
<td></td>
</tr>
</tbody>
</table>

| L. Export status                  | Size | –0.073*** |
| Size                              | Maturity | 0.018*** | 0.303*** |
| Maturity                          | Foreign ownership | 0.033*** | 0.075* |
| Foreign ownership                 | Group affiliation | 0.026*** | –0.387*** |
| Group affiliation                 | Growth opportunity | 0.028*** | 0.002 |
| Growth opportunity                | Productivity | 0.035*** | 0.023 |
| Productivity                      | Availability of external finance | 0.023* | 0.342*** |
| Availability of external finance  | Marketing expenditure | 0.018 | 3.938** |
| Marketing expenditure             | Distribution expenditure | –0.116 | –0.244 |
| Distribution expenditure          | Advertising expenditure | –0.098 | –0.622 |
| Advertising expenditure           | Market concentration | 0.122 | –0.143** |
| Market concentration              | Relative industry revenue growth | –0.037*** | 0.033** |
| Relative industry revenue growth  | Domestic internet penetration | 0.004* | 0.009*** |
| Exchange rate (REER)              | Cost of supporting hardware | –0.007*** | –0.012*** |
| Uncertainty                       |                                         |
| Low export credit dummy           | 0.004 | (4.080) |
| Time to export                    | –0.018* | (5.570) |

**Notes:** *, ** and *** represent level of significance at 5 percent, 1 percent and 0.1 percent respectively. Robust z-statistics are in parentheses.
In explaining e-commerce adoption, several variables turn out to be significant. Among the firm-level variables, the coefficients associated with size and maturity are negative. They imply that smaller and younger firms, motivated by their growth potential, are more likely to adopt e-commerce as they foresee e-commerce as an effective means to thrive in the market against the incumbents' traditional modes of business. The coefficient of foreign ownership is positive. It suggests that foreign firms—owing to better access to resources, information and technical expertise—are more likely to adopt e-commerce. The coefficient of group affiliation turns out to be negative, implying complicated structure of business groups, and severe agency conflicts obliterate the incentive to make investments in newer technology such as e-commerce. The coefficient associated with the availability of external finance is positive. It implies that e-commerce adoption is progressively contingent on the ease of availing external resources, especially as smaller, younger and standalone firms, which are relatively constrained by internal resources, are seen to adopt e-commerce more. The positive coefficient of marketing expenditure suggests that firms find e-commerce an effective means to economise on the expenditure head.

Among the industry-level and other significant variables, the coefficients associated with market concentration and relative industry revenue growth are negative and positive respectively. They suggest that firms in competitive industries and firms with better performance than their peers in other industries are more likely to adopt e-commerce as it offers cost effective means to increase market share. The coefficient of domestic internet penetration turns out to be positive, suggesting that firms match their customer orientation by adopting e-commerce. Finally, the negative coefficient associated with cost of supporting hardware suggests that firms adopt e-commerce when it is cheaper to do so.

*Determinants of export intensity with self-selection on export decision and endogenous e-commerce treatment*

Table 5 presents the endogenous treatment-regression model, where the outcome equation pertains to export intensity and the treatment equation
pertains to e-commerce adoption. The likelihood ratio (LR) test (at the bottom of the table) is significant, indicating that the two equations are not independent. The estimated correlation between the treatment-assignment errors and the outcome errors, \( \rho \), is 0.544. The positive correlation indicates that unobservables that lead to e-commerce adoption tend to occur with unobservables that increase the intensity of export. The outcome equation accounts for the self-selection on export decision by including inverse Mills ratio from the previous result in table 4. It turns out to be positive and significant, suggesting that adjustment for self-selection is important for internal validity of the model.

In explaining export intensity, several variables turn out to be significant. The estimated ATE of e-commerce adoption on export intensity, which is the main variable of interest, is 0.079. This number is significant, implying that those firms that adopt e-commerce are 7.9 percent more likely to export intensely than those who do not. Among the firm-level variables, the coefficient of lagged export intensity assumes a positive sign. It suggests that firms that have already been exporting intensely have amassed a pool of knowledge regarding the destination market and the preferences of the customers. Such firms are more likely to export intensely. The coefficients associated with size and maturity are negative. They imply that, upon entry into the foreign market, smaller and younger firms export more vigorously to meet their growth potential. The coefficient of group affiliation turns out to be negative. It suggests that firms belonging to a group are less likely to export intensely, because their complicated structure and severe agency conflicts diminish the incentive to do so. The coefficient associated with availability of external finance is positive. It implies that export intensity is progressively contingent on the ease of availing external resources, especially as smaller, younger and standalone firms, which are relatively constrained by internal resources, export intensely. The positive coefficient associated with advertising expenditure suggests that advertising is an effective way for firms in the foreign market to reach their customers.
### Table 5: Determinants of Export Intensity with Endogenous E-Commerce Treatment and Self-Selection Correction

<table>
<thead>
<tr>
<th>Outcome equation: Export intensity</th>
<th>Treatment equation: E-commerce adoption</th>
</tr>
</thead>
<tbody>
<tr>
<td>L. Export status</td>
<td>Size</td>
</tr>
<tr>
<td>Size</td>
<td>Maturity</td>
</tr>
<tr>
<td>Maturity</td>
<td>Foreign ownership</td>
</tr>
<tr>
<td>Foreign ownership</td>
<td>Group affiliation</td>
</tr>
<tr>
<td>Group affiliation</td>
<td>Growth opportunity</td>
</tr>
<tr>
<td>Growth opportunity</td>
<td>Productivity</td>
</tr>
<tr>
<td>Productivity</td>
<td>Availability of external finance</td>
</tr>
<tr>
<td>Availability of external finance</td>
<td>Marketing expenditure</td>
</tr>
<tr>
<td>Marketing expenditure</td>
<td>Distribution expenditure</td>
</tr>
<tr>
<td>Distribution expenditure</td>
<td>Advertising expenditure</td>
</tr>
<tr>
<td>Advertising expenditure</td>
<td>Market concentration</td>
</tr>
<tr>
<td>Market concentration</td>
<td>Relative industry revenue growth</td>
</tr>
<tr>
<td>Relative industry revenue growth</td>
<td>Domestic internet penetration</td>
</tr>
<tr>
<td>Exchange rate (REER)</td>
<td>Cost of supporting hardware</td>
</tr>
<tr>
<td>Uncertainty</td>
<td></td>
</tr>
<tr>
<td>Low export credit dummy</td>
<td></td>
</tr>
<tr>
<td>Inverse Mills ratio</td>
<td></td>
</tr>
<tr>
<td>E-commerce adoption</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Correlation of disturbances in two equations (rho)</th>
<th>Wald test of independent equations (rho = 0): Prob. &gt; Chi2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.544</td>
<td>0.000</td>
</tr>
</tbody>
</table>

**Notes:** *, ** and *** represent level of significance at 5 percent, 1 percent and 0.1 percent respectively. Robust z-statistics are in parentheses.
Among the industry-level, macro-level and other significant variables, the coefficients associated with exchange rate is negative, suggesting that exchange-rate depreciation makes exports cheaper in international markets and, thus, prompts firms to export more briskly. Uncertainty assumes a positive sign, implying that, upon breaking into the foreign market, firms perceive the growth option over and above the fear of a sunk cost when uncertainty unfolds. Thus, uncertainty promotes export intensity.

In explaining e-commerce adoption, all the significant variables are consistent with the ones noted in the table 4. Therefore, a similar explanation follows.

**Discussion**

The results present several important aspects of exports by manufacturing firms in India. The issues of e-commerce treatment, which is central to the current exercise, suggests that e-commerce helps firms not only in breaking into the foreign markets but also in increasing the intensity of exports. To ascertain that this result is robust, the exercise is repeated for several sub-samples. Specifically, the main regressions are performed for firms in the period 2010–12, subsequently adding one year at each step. The evolution of ATEs in figures 7 and 8 reaffirm the main result. Mapping these ATEs with the recent episodes of exports in the country, two key points can emerge. First, the slowdown since 2013 seems to have mainly impacted the intensity of exports and not the export decision per se. Second, a lower base of e-commerce adoption itself may be a key reason for its limited ability to influence exports in the initial years. Only after the global demand for exports revive, and a larger number of producers and consumers start using the internet, can a clear picture of the “natural” responsiveness of exports to e-commerce be established. Another important aspect of the results pertains to self-selection in export decision, which is accounted for by introducing point estimates of inverse Mills ratio. The repeated exercise, which employed several sub-samples, also lends credence to the stability of the main results in this context by incorporating inverse Mills ratio specific to each sub-sample.
The ATE of e-commerce adoption on export intensity remains lower than the ATE on export decision for the complete sample and all the sub-samples in figures 7 and 8. A similar observation is made by Choi et al., and Richards and Willows, who find that after gaining internet access, traders trade more frequently than the group of firms without internet access. However, online traders tend to have smaller portfolios than other traders. Barber and Odean, and Daniel and Hirshleifer, in a similar context, note that those investors who switch to online trading perform more actively, more speculatively, but less profitably than before.

The results reveal that the sign of all the significant variables is consistent with the discussion in section 4. The variables that were ambiguous ex ante—size, maturity, group affiliation and uncertainty—present a very interesting pattern in the results in tables 4 and 5. If export decision is
categorised as 'planning' variable, and export intensity or/and e-commerce adoption as 'activity' variables, the following observations can be made. Size, maturity, and group affiliation have positive signs, and uncertainty has negative sign for the 'planning' variable. The sign of these variables reverses for the 'activity' variables. It implies that the factors that drive a firm in 'planning' are internal or arm-length resources and information, networks, and minimising sunk costs. In contrast, the factors that guide a firm for an 'activity' are growth potential, lower ownership and informational complications, and growth option that may augment the existing endowments significantly. Similar patterns are commonly noted in the Behavioural Economics literature.43

In addition to e-commerce, lagged exporting and marketing and advertising expenditure are also commonly associated with the costs of exporting. They reveal an interesting pattern in the results. Lagged exporting, whether as presence or as intensity, turns out to be most significant in explaining current exporting. However, only the advertising expenditure turns out to be significant, and only in the export-decision equation. The overall results with these variables suggest that firms that are already familiar with the foreign market have better information access and continue to export intensely and for longer periods.

VI. CONCLUSION

The paper investigates the responsiveness of exports to e-commerce. The investigation is developed on the premise that exports respond significantly to the costs associated with breaking into the foreign markets and sustaining in those markets, whereas e-commerce offers a ready platform to minimise such costs. E-commerce, however, confronts problems relating to adoption and competition. Adoption problems arise because of organisational issues, compatibility with legacy systems and non-technological transactions costs. The problem of completion, in contrast, arises from the strategic assets of the traditional offline “brick-and-mortar” firms, which includes brand names, established networks and fulfilment
infrastructure; and aggressive pricing and/or belligerent advertising and marketing of the incumbent peers, which tends to create a natural barrier for entry. Only if firms perceive the cost advantages associated with e-commerce as over and above the cost of adoption and the competitive pressures will exports respond positively to e-commerce.

The empirical setup focuses on export decision as well as export intensity to establish their responsiveness to e-commerce. Since firms first self-select into exporting, and only then in the second step decide how much to export, adequate care is taken to account for the self-selection. Finally, in both the cases—export decision and export intensity—the attempt is on finding whether exports of firms treated with e-commerce are different from exports of firms that are not treated with e-commerce. The possibility that the treatment may be chosen in a purely non-random manner, making determination of causation difficult, prompts the use of endogenous treatment-effects regression model for the estimation exercise.

With a set of controls and using a sample of 2,191 firms in the period 2010–16, the results lead to the following conclusions. First, a dismal performance of exports is quite noticeable in terms of lower growth rates. The main reason for this dismal performance is a global slowdown. However, there exists significant scope for export policymakers the realms of external credit availability, and provisions of infrastructure and procedural ease. Second, the average treatment effect of e-commerce on export decision and export intensity is positive and significant at 21.8 percent and 7.9 percent respectively. It is, however, plausible that the full potential of the impact of e-commerce on exports is unrealised due to lower adoption base and global slowdown. Third, the global slowdown in exports seems to be parallel to the e-commerce treatment on intensity of exports and not the treatment on export decision as the former stagnated in the slowdown period after a period of growth in the preceding years, whereas the latter increased over time. Fourth, an interesting contrast is evident between the process of export decision on the one hand, and export intensity and e-commerce adoption on the other. Firms that are large and
mature, affiliated to a group, and face lower uncertainty are more likely to break into foreign markets, whereas these characteristics reveal a contrary pattern for firms that are likely to adopt e-commerce and export intensely. It implies that the factors that drive a firm in export decision are internal or arm-length resources and information, networks, and apprehension of ex post sunk costs. In contrast, the factors that guide a firm for an e-commerce adoption and intense exporting are growth potential, lesser ownership, informational complications, and growth option, which may augment the existing endowments ex post. Finally, inclusive of the four characteristics noted in the previous point, almost all the characteristics prompting firms to break into the foreign markets are significantly different from the characteristics that prompt them to export intensely. Therefore, it is expected to promote firms with distinctive characteristics differently, with schemes suitable to their need.
APPENDIX A2: ESTIMATION STRATEGY

Determinants of e-commerce adoption

In estimating the determinants of e-commerce adoption, the decision process of e-commerce adoption is not observable. It is denoted by $y_{1, it}^*$, where $i$ stands for firm and $t$ for year, and it is contingent on a set of explanatory variables $x_{1, it}$ and private information $\varepsilon_{1, it}$ as:

$$y_{1, it}^* = x_{1, it}' \beta_1 + \varepsilon_{1, it}, \quad \varepsilon_{1, it} \sim N(0, \sigma_1^2)$$  \hspace{1cm} (1)

A dichotomous $y_{1, it}$ is observed, corresponding to $y_{1, it}^*$, defined for a threshold $\omega$ as:

$$y_{1, it} = \begin{cases} \text{adopted e-commerce} & \text{if } y_{1, it}^* > \omega \\ \text{not adopted e-commerce} & \text{if } y_{1, it}^* \leq \omega \end{cases}$$  \hspace{1cm} (2)

Given this structure, a simple probit regression is employed for estimation.

Determinants of export decision

In estimating the determinants of export decision, the decision process is not observable. It is denoted by $y_{2, it}^*$, and it is contingent on a set of characteristics $x_{2, it}$ and private information $\varepsilon_{1, it}$ as:

$$y_{2, it}^* = x_{2, it}' \beta_2 + \varepsilon_{2, it}, \quad \varepsilon_{2, it} \sim N(0, \sigma_2^2)$$  \hspace{1cm} (3)

A dichotomous $y_{2, it}^*$ is observed, corresponding to $y_{2, it}^*$, defined for a threshold $\tau$ as:

$$y_{2, it} = \begin{cases} \text{export} & \text{if } y_{2, it}^* > \tau \\ \text{does not export} & \text{if } y_{2, it}^* \leq \tau \end{cases}$$  \hspace{1cm} (4)

Given this structure, a simple probit regression is employed for estimation.

Determinants of export intensity

In estimating the determinants of export intensity, the variables explaining export intensity ($y_{3, it}$) can be presented by the following linear relationship:
where $x_{3, it}$ is the set of explanatory variables and $\varepsilon_{3, it}$ is private information of firms. An Ordinary Least Squares (OLS) regression can be employed for estimation.

**Determinants of export intensity after accounting for self-selection on export decision**

In this case, the private information in equation (3) and (5) are correlated. The correlated errors are assumed to be joint, normally distributed as:

$$
\begin{bmatrix}
\varepsilon_{2, it} \\
\varepsilon_{3, it}
\end{bmatrix} \sim N
\begin{bmatrix}
0 \\
0
\end{bmatrix},
\begin{bmatrix}
1 & \sigma_{23} \\
\sigma_{23} & \sigma_3^2
\end{bmatrix}
$$

The normalisation $\sigma_2^2 = 1$ is used because only the sign of $y^*, 2$ is observed. The effect of self-selection on export intensity is follows:

$$
E[y_{3, it} | y_{2, it}^* > 0] = E[x'_{3, it} \beta_3 + \varepsilon_{3, it} x'_{2, it} \beta_2 + \varepsilon_{2, it} > \tau]
$$

$$
= E[x'_{3, it} \beta_3 x'_{2, it} \beta_2 + \varepsilon_{2, it} > \tau] + E[\varepsilon_{3, it} x'_{2, it} \beta_2 + \varepsilon_{2, it} > \tau]
$$

$$
= x'_{3, it} \beta_3 + E[\varepsilon_{3, it} x'_{2, it} \beta_2 + \varepsilon_{2, it} > \tau]
$$

In such a case, Heckman compiled that $\varepsilon_{3, it} = \sigma_{23} \varepsilon_{2, it} + \xi$ where the random variable $\xi$ is independent of $\varepsilon_{2, it}$. Thus,

$$
E[y_{3, it} | y_{2, it}^* > 0] = x'_{3, it} \beta_3 + \sigma_{12} E[\varepsilon_{2, it} | \varepsilon_{2, it} > -x'_{2, it} \beta_2 + \tau]
$$

Since $\varepsilon_{2, it}$ is distributed as standard normal, denoting normal probability density function as $\phi(\cdot)$, normal cumulative density function as $\Phi(\cdot)$, and using symmetry in standard normal, it can be written as:

$$
E[y_{3, it} | y_{2, it}^* > 0] = x'_{3, it} \beta_3 + \sigma_{12} \frac{\phi(x'_{2, it} \beta_2 + \tau)}{\phi(x'_{2, it} \beta_2 + \tau)}
$$

Denoting the ratio $\phi(\cdot)/\Phi(\cdot)$, as inverse Mills ratio denoted, $\lambda(\cdot)$, yields:
Equation (6) shows that the internal validity of the model would be biased unless it takes into account the presence of self-selection in export decision.

Determinants of export intensity after accounting for self-selection on export decision and e-commerce treatment

After accounting for self-selection, equation (5) can be written as

\[ y_{3,it} = z'_{3,it} \beta_3 + y_{1,it} + u_{3,it}, \quad u_{3,it} \sim N(0, \sigma_u^2) \]  

(5A)

where \( z'_{3,it} \beta_3 + y_{1,it} = x'_{3,it} \beta_3 + \sigma_{12} \lambda (x'_{2,it} \beta_2 + \tau) \), \( y_{1,it} \) follows the process in equation (1) and \( u_{3,it} \) is the private information of firms. In the current setup \( u_{3,it} \) and \( \varepsilon_{1,it} \) are bivariate normal as

\[
\begin{bmatrix}
  u_{3,it} \\
  \varepsilon_{1,it}
\end{bmatrix} \sim N\left(\begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} \sigma_u^2 & \rho \sigma_u \\ \rho \sigma_u & 1 \end{bmatrix}\right)
\]

where \( \rho \) is the correlation between the error terms and the variance of \( \varepsilon_{1,it} \) is normalised to unity. Maddala (1983) discusses the ML and two-step estimators for this.

A similar structure follows for the endogenous treatment of e-commerce treatment on export decision.
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