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Abstract
Since the outbreak of the COVID-19 pandemic in early 2020, there has been a surge in cases of online child sexual abuse and exploitation (OCSAE) in many parts of the world. This brief discusses the cases of India and Australia. It examines their efforts to combat the increased incidence of OCSAE resulting from greater use of the internet as movement was restricted in response to the pandemic. The brief focuses on India and Australia as both have demonstrated a commitment to promoting child rights and safety and rank high in the 2020 Child Online Safety Index. They are also collaborating on a range of technology and cyber-cooperation initiatives. The brief assesses the implementation and potential effectiveness of key laws, mechanisms, strategies and programmes deployed in the two countries beginning in February 2020, and proposes areas of collaboration.
In recent years, there has been a steady growth in Internet use by children and youth in many parts of the world. In 2017, 50 percent of the global population and around 67 percent of 15- to 24-year-olds used the Internet. As of 2019, it was estimated that one of every three children under 18 years was an Internet user, and one in every three Internet users was a child under 18 years of age. Since early 2020, even more children have begun to spend time on the Internet—for learning, socialisation, and entertainment—as a result of the widespread lockdowns and school closures that were implemented by governments to attempt to contain the COVID-19 outbreak. As UNICEF has observed, the increase in children’s screen time poses severe risks to their online safety, and heightens the potential exposure to harmful behaviour and content.

Globally, cases of online sexual abuse and exploitation of children have risen since the pandemic began. In India, for instance, cybercrimes against children in 2020 rose by more than 400 percent over the previous year. Nearly 90 percent of these crimes were related to the publication or transmission of content depicting children in sexually explicit acts. The shift to online schooling, the use of educational apps, and the increased use of social media have been found to pose threats to the online safety of children in India.

These trends are not unique to India. In the European Union (EU), the Europol reported a “steep increase” in online “grooming” activities and a “considerable increase” in the sharing of child sexual abuse materials (CSAM) in 2020-21. In the United States (US), OCSAE cases more than doubled in the first half of 2020, compared to the first half of 2019. The UK-based watchdog, Internet Watch Foundation, has observed that 2021 was the worst year on record for child sexual abuse online. Australia too, saw a 90-percent increase in online illegal content between 2019 and 2020, the bulk of it consisting of CSAM.

---

Online grooming refers to the process of befriending a child online and building their trust with the intention of exploiting or harming them. The harm caused by grooming could take the form of sexual abuse, both in person or online, or exploitation to obtain sexually explicit images or videos of the child.
Globally, peer-to-peer and darknet networks are the main channels for accessing and distributing CSAM non-commercially. To a minor extent, certain forms of commercial exploitation, such as the livestreaming of abuse, also contribute to the proliferation of CSAM.\textsuperscript{12}

UNICEF has identified six distinct, but sometimes overlapping, types of online risks for children: cyberbullying, online sexual abuse, online sexual exploitation, cyber extremism or radicalisation, online commercial fraud, and habit formation and online enticement to illegal behaviours.\textsuperscript{13}

This brief focuses on an amalgam of the second and third categories, referred to collectively as online child sexual abuse and exploitation, or OCSAE. OCSAE could include a range of activities: producing, distributing and viewing materials (such as photographs or videos) related to the abuse of children; luring children into sexual chats or generating explicit content; grooming and enticing children through sustained communication to meet the abuser in the real world; exhibitionism by the abuser designed to shock or harass a child; and introducing or permitting a child to engage in prostitution or sexual trafficking over the Internet.\textsuperscript{14}

This brief examines the efforts undertaken in India and Australia to combat the wave of OCSAE amidst the COVID-19 pandemic. It assesses the implementation of key laws, mechanisms and programmes that have sought to address OCSAE in the two countries since February 2020,\textsuperscript{b} and explores the potential effectiveness of new legislation or strategies introduced thereafter. It also identifies gaps, recommends possible corrective measures, and proposes areas in which India and Australia could cooperate to strengthen child safety online.

\textsuperscript{b} Although India and Australia detected their first cases of COVID-19 in late January 2020, it was only in February that the outbreak was formally recognised by both countries as a health emergency at scale, after which response actions were initiated. This is why this brief uses February 2020 as the starting point for its analysis.
The choice of India and Australia as subjects of analysis for this study has been guided by three related factors.

**International commitment to child rights**: Both countries were early ratifiers of the UN Convention on the Rights of the Child (CRC), which came into effect in September 1990 and is the only binding international legal instrument that seeks to protect children's rights in their entirety.\(^{15}\) India and Australia have also acceded to the second Optional Protocol to the CRC on the Sale of Children, Child Prostitution and Pornography (effective since 2002),\(^{16}\) which further signals their commitment to promote children’s rights and safety.\(^{c}\)

**Child online safety status**: The 2020 Child Online Safety Index (COSI), a survey of 30 countries conducted during the first year of the pandemic, ranked both Australia and India among the top 10 countries with the “best online safety for children”.\(^{17}\) While Australia ranked second on this parameter, India ranked ninth (see Figure 1). With respect to the “extent of cyber-risks” faced by children, however, India ranked second while Australia ranked eleventh, indicating that the former experiences a higher volume of risks but the latter appears to deal with them more effectively.

---

\(^{c}\) It has since been affirmed that the CRC’s provisions – such as Article 19, which outlines “forms of exploitation, including sexual abuse” – also apply to ICT-enabled or online forms of violence. The second Optional Protocol further strengthens the CRC’s provisions vis-à-vis both online and offline offences against children.
The gap between the two countries widens considerably if their overall cybersecurity is considered (including the online safety of adults and the cybersecurity of businesses, governments, and infrastructure). For instance, the SEON Global Cyber-Safety Index 2020, which analyses data from a range of national and global cybersecurity indices and indicators, ranked Australia eighth and India 61st. Seen in conjunction with the COSI, this indicates that India has been able
to address cybercrimes against children more effectively than other such crimes in general, while Australia has more robust systems to address cybercrimes across categories.

**Growing bilateral cyber and technology cooperation:** In recent years, India and Australia have cooperated more closely on cyber and technology issues. This is demonstrated by the Australia–India Cyber and Critical Technology Partnership, other ongoing initiatives such as the two countries’ annual Cyber Policy Dialogue, and new working groups on cybersecurity cooperation and information and communication technologies (ICTs). Given their commitment to promoting child safety online, it would be possible for both countries to work together to build a safer and more secure cyberspace for children.

India has historically given less attention to online child safety than Australia in its bilateral or multilateral engagements. While India has had an agreement with the American National Centre for Missing and Exploited Children since 2019 to receive reports about in-country instances of OCSAE, its other international engagements have generally sought to strengthen cybersecurity, and not online child safety, in particular. By comparison, in 2021 alone, Australia entered into online child safety-related bilateral agreements with South Korea and Fiji, and it continues to be an active governmental member of the WeProtect Global Alliance to prevent OCSAE.

Both India and Australia were early ratifiers of the UN Convention on the Rights of the Child (CRC), which came into effect in September 1990.
India has developed a progressive legal framework for protecting children online. While certain acts and legal provisions, especially those enacted after 2000, often explicitly draw attention to crimes against children that involve the use of ICTs, others that describe offences against children in more generic terms are now understood to apply to virtual spaces as well.

The most frequently cited and applied laws for protecting children against OCSAE in India are the Protection of Children against Sexual Offences (POCSO) Act, 2012, and the Information Technology (Amendment) Act, 2008. The latter significantly broadened the scope of the Information Technology Act, 2000, by identifying online offences to which children are most vulnerable. Further, the Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules, 2021, calls on social media intermediaries to identify CSAM on their platforms, flag such content, and communicate to users trying to access the content that it has been identified as inappropriate. Additionally, relevant sections of the Indian Penal Code (1860) and the Immoral Traffic Prevention Act (1956) are drawn upon to report certain instances of OCSAE, such as the sale and circulation of obscene materials; the sexual harassment, defamation and criminal intimidation of children; and online extortion and child trafficking.

India has responded to the rise in OCSAE during the pandemic in four principal ways: upscaling its promotion of existing mechanisms for reporting online crimes against children; implementing a crackdown on the transmission and hosting of CSAM online, particularly on social media platforms; sensitising schools; and promoting capacity development for law enforcement agencies and other stakeholders within the OCSAE prevention ecosystem, as well as the technological capacity for addressing threats to children.

---

d  The POCSO Act was amended in 2019 to expand the definition of “child pornography” to include “digital or computer-generated” CSAM, and to empower the central government to frame rules for how pornographic material in any form could be deleted, destroyed, or reported to the appropriate authority.
Promoting existing mechanisms for reporting OCSAE

Both of India's principal mechanisms for self-reporting OCSAE have been in operation even before COVID-19. In 2017, the National Commission for Protection of Child Rights (NCPCR) set up the POCSO e-Box, an online complaint management system that allows victims or their representatives to report cases of OCSAE. In 2019, the government launched the National Cybercrime Reporting Portal for the public to report instances of cybercrime, with a special focus on those committed against women and children. As police and public order are state subjects, once reported, records of these crimes are shared with state-level law enforcement agencies (LEAs) for action.

Faced with a sharp rise in OCSAE since early 2020, the NCPCR and the National Commission on Women have both revitalised efforts to advocate for the public use of these reporting platforms and to raise awareness about how the POCSO and IT Acts could address OCSAE. In this regard, programmes for outreach, stakeholder engagement, and consultation have been systematically rolled out since the pandemic began. A key additional mechanism leveraged during this period involves the information-sharing agreement established in 2019 between the Indian National Crime Records Bureau (NCRB) and the American National Centre for Missing and Exploited Children (NCMEC). The NCRB has received regular 'tipline' reports about OCSAE from the NCMEC, which it has then shared with state-level LEAs through the National Cybercrime Reporting Portal, encouraging them to respond to these cases.

India's efforts to promote its OCSAE reporting mechanisms during the pandemic are laudable, but more needs to be done to raise public awareness about these measures. Inadequate knowledge about OCSAE and avenues for its redress has long been a challenge. This has translated to a low rate of self-reported crimes: the POCSO e-Box, for instance, received a mere 151 complaints in 2020-2021, and only 1,102 cybercrimes against children have been reported on the National Cybercrime Reporting Portal in 2020. In contrast, in 2020 the NCRB received 2,725,518 reports of OCSAE from the NCMEC.

---

e The State List is a list of 61 subjects in the Seventh Schedule to the Constitution of India. Only India's state governments have the exclusive power to legislate on matters relating to these subjects.

f The NCMEC's CyberTipline is a centralised reporting system for the online exploitation of children. It allows citizens and electronic service providers to report a wide range of actual and suspected instances of OCSAE, and related crimes against children. These reports could then be shared with national law enforcement agencies around the world in whose jurisdictions the offences may have occurred or originated.
Addressing spread of child sexual abuse materials on social media

In February 2020, a parliamentary committee submitted a report to the Rajya Sabha (upper house of parliament) on the issue of pornography and CSAM on social media, and its effects on children. Among other recommendations, it called for social media intermediaries to report CSAM to Indian law enforcement agencies; for intermediaries and Internet Service Providers (ISPs) to identify and proactively take down CSAM; and permitting the breaking of end-to-end encryption to trace distributors of child pornography. In a similar spirit, a 2021 NCPCR study noted that stricter oversight and rule enforcement was needed for social media platforms as they could carry content that represented the online abuse of children.

These perspectives, and a long-running debate about the feasibility of weakening encryption for specific law enforcement purposes, have culminated in a controversial new legislation, the Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules, 2021. The new IT Rules stipulate that social media intermediaries must prohibit users of their platform from publishing or transmitting material that is “obscene, pornographic, paedophilic […] or harmful to child[ren]”. Section 4(4) of the Rules enjoins upon intermediaries to use tech-based measures including automation tools to identify and flag CSAM, and curb user access to such content. More contentiously, intermediaries that primarily provide messaging services are now expected to help trace the originator of the information when there is a judicial order related to the “prevention, detection, investigation, prosecution or punishment” of offences involving CSAM or sexually explicit material.

The IT Rules are problematic on several grounds. If social media platforms are to enable the traceability of content, they will have to break the end-to-end encryption used by many platforms. This will seriously compromise the security of all online communications on the platforms. While certain technical methods such as ‘hashing’ or attaching originator information to messages have been proposed, these are by no means foolproof and will adversely affect communication privacy, and pose other practical limitations for platforms.

---

The Indian Response

*Hashing is an operation that converts a piece of information into a unique string of characters. While recovering the original text from its hash is not possible, when confronted with a legal order an online service provider (OSP) could compare a hash to all the other hashes in its database, enabling the identification of the relative and absolute originators of a message. This is detrimental to the security of communications as storing hashes of private and confidential messages could expose them to scrutiny by OSPs or by malicious actors capable of breaching the OSP’s systems.*
There is now a broad consensus that, technically, it is not possible to weaken encryption for specific purposes while maintaining the previously high levels of security for other general purposes. Importantly, the IT Act as a whole does not empower the government to mandate technical changes to platforms, and therefore the very legality of the subsidiary IT Rules is questionable. Finally, the Rules do not propose any clear mechanism for enforcing the traceability obligation. Thus, while in spirit the IT Rules seek to address OCSAE, it is difficult to see how they might be satisfactorily implemented without resolving these issues.

**Sensitising schools**

The Indian government’s efforts to sensitise schools about online threats to children, including OCSAE, has formed a vital plank of its pandemic response, particularly in light of the transition to online classes after the nationwide closure of education institutions on 24 March 2020. The NCPCR has been quick to develop and widely circulate a manual for safety in schools that now includes a compilation of all existing guidelines, laws and reporting mechanisms related to children’s cyber safety, and provides a detailed blueprint for schools to frame cyber safety rules. The Ministry of Education has undertaken similar initiatives on a national scale, releasing its *Guidelines for School Safety and Security* in 2021; and nodal bodies such as the Central Board for Secondary Education and National Council for Educational Research and Training, have released student-friendly handbooks on online child safety issues, and helped train teachers on cybersafety.

The aim of these initiatives is twofold—to place the onus on schools to orient administrators, teachers and IT personnel about the importance of cyber safety for children; and to educate children directly about measures for staying safe online. There is, however, a need to go further. State governments must ensure that these or similar tools are adopted across schools and boards at the state level. The creation of state cybersafety monitoring mechanisms for schools will lead to greater school-level implementation of such cyber guidelines.
Developing human and technical capacity

The training and sensitisation of LEA personnel, prosecutors and judicial officers under the Cyber Crime Prevention against Women and Children scheme operated by the Ministry of Home Affairs has continued apace during the pandemic. The aim is to improve the investigation and prosecution of online crimes against children. These ongoing efforts to strengthen human capacity are complemented by technology-based initiatives, particularly those undertaken by Big Tech firms to tackle OCSAE and other cybercrimes against children since the pandemic began. In India, for instance, both Google and Facebook have introduced product and policy changes, undertaken technical measures to remove CSAM from their platforms, and launched programmes to raise children’s awareness about online safety.

India has responded to the rise in online child sexual abuse during the pandemic by upscaling the promotion of its mechanisms for reporting.
According to a 2021 survey, two out of three people in Australia reported experiencing online sexual harm before turning 18, a rate higher than most other regions in the world. The rise of OCSAE has partly been attributed to the pandemic, with experts remarking on the “perfect storm of conditions with more young people online than ever before and more apps and platforms available”. Indeed, Australia witnessed a sharp spike in app downloads across all categories between the first and second quarters of 2020 – a phenomenon attributed to the Covid-19 outbreak. Mobile gaming apps in particular have consistently seen the highest number of downloads between the first quarter of 2020 and the second quarter of 2021, and they reached a peak of 213 million downloads in the second quarter of 2020, right after the pandemic began.

Like India, Australia has a stringent legal framework at the federal and state levels to protect children online. Australia’s Enhancing Online Safety for Children Act (2015) has been the primary national legal instrument for countering a range of online harms for children. Divisions 273 and 274 of Australia’s Criminal Code criminalise the production and distribution of CSAM, and the country has also introduced legal measures to deal with online child grooming. Moreover, at the state and territory level, laws such as the Children and Young People Act (2008), Crimes (Child Sex Offenders) Act (2005), Care and Protection of Children Act (2007) and Child Protection Act (1999) all address offences that are now interpreted as being applicable to cyberspace.

Australia has responded to the surge in OCSAE since the outbreak of the pandemic in three ways. First, it has enacted a comprehensive new law, the Online Safety Act, 2021, that greatly strengthens existing measures for promoting online safety. Second, it has begun to implement a comprehensive National Strategy to Prevent and Respond to Child Sexual Abuse (2021-30) that involves a wide spectrum of stakeholders. Third, it is engaging with school systems, sensitising students, parents and educators about OCSAE and other online risks, and continuing to train law enforcement officers to address these risks.
Enabling safer digital environments through the Online Safety Act

The aim of the Enhancing Online Safety for Children Act (2015) was to identify and remove online child cyberbullying material, and enforce measures to make social media a safer space for children. Australia’s new Online Safety Act (2021) builds on these principles, extends them by including all citizens under its ambit, and, crucially, demands a high level of private sector compliance and cooperation to ensure online safety. Additionally, it gives the Australian eSafety Commissioner (or eSafety) new powers to require ISPs to block access to CSAM, and to regulate illegal and restricted content irrespective of where it is hosted.

The new Act makes online service providers (OSPs) more accountable for the safety of their users. It lays down a set of ‘basic online safety expectations’ (BOSE) to ensure user safety and compel service providers to be more proactive in tackling online harms such as OCSAE. Service providers are now required to prevent access to CSAM, and create easily comprehensible mechanisms for users to lodge complaints about unacceptable content. The Act also mandates the online industry to develop appropriate codes to detect and remove illegal content such as CSAM, failing which, eSafety could impose industry-wide standards to compel them to do so.43 With eSafety asserting that it will prioritise the investigation of complaints about the most harmful material such as CSAM, OSPs with Australian end-users are likely to find themselves under pressure to revise their safety procedures and align them with the requirements of the BOSE, and the Act in general.

Broadly, even prior to the pandemic, Australian efforts to promote child safety online have sought to place a stronger onus on tech firms to act transparently and responsibly;44 the Online Safety Act is consistent with that approach. The Act has largely been well-received within the country, and is being positioned as a mechanism that “places Australia at the international forefront in the fight against online abuse and harm.”45
Launching a National Strategy and Online Safety Youth Advisory Council

Parallel to the institution of the Online Safety Act, the Australian state and territory governments co-developed a pioneering National Strategy to Prevent and Respond to Child Sexual Abuse. The strategy is being envisaged as a holistic “nationally coordinated strategic framework” to address child sexual abuse.\(^{46}\) With online child safety as a pillar, the strategy, in which the government is expected to invest over AUD 307 million (approx. USD 215 million), will be systematically implemented across Australia through an action plan that will run from 2021 to 2024 in the first instance.\(^{47}\) Importantly, nearly one-fifth of the total outlay will be allocated for initiatives to be implemented directly by the Australian Federal Police to combat OCSAE by boosting its human and technological capacities.\(^{48}\) As the potential generator of a second layer of preventive action beyond the Online Safety Act, the strategy is expected to play a key part in curbing OCSAE in Australia over the coming decade.

Additionally, in a bid to include children as equal partners in the fight against OCSAE, the Australian government is in the process of instituting an Online Safety Youth Advisory Council. It will consist of some 20 Australians 13 to 24 years of age, and will formally provide feedback to the government about online safety issues and measures to counter cyber-harms.\(^{49}\) This feedback and consultation mechanism is an important adjunct to the national strategy, and will integrate at-risk stakeholders into the national decision-making process.

Sensitising stakeholders and building capacity

During the pandemic, Australia also continued existing efforts to sensitise stakeholders and build their capacity to combat OCSAE.

Much like the interventions of apex educational bodies in India, eSafety has consistently engaged with Australian school systems to promote a variety of information resources that target students, educators and parents. Its 'School Community Engagement Plan' has been in operation since February 2020, and the plan has successfully utilised the ‘eSafety Toolkit for Schools’ to raise public
awareness about online risks including OCSAE, and mechanisms for reporting online crimes against children.\textsuperscript{50} Besides, a second front for sensitisation has been provided by the Australian Federal Police, whose ThinkUKnow programme provides resources for parents and carers to help prevent OCSAE.\textsuperscript{51}

Finally, the capacity development of law enforcement agencies has continued to be an important area of intervention. A 2021 survey of Australian police officers showed that they perceive “child abuse material and the sexual solicitation of children” as one of the most serious types of criminal offence (out of a list of 27), second only to “physical terrorist attacks”.\textsuperscript{52}

“The Australian Response
Australia has responded to the surge in online child sexual abuse by, first, enacting a comprehensive Online Safety Act, 2021.”
India’s and Australia’s responses to OCSAE during the pandemic have several common strands. At the same time, they demonstrate fundamentally different strengths and points of focus. Overall, the Indian approach has been more activity-based, reactive, focused on emergency response and immediate goals, and inclined towards downstream stakeholder engagement. Australia’s, meanwhile, has centred on the proactive enactment of new legislation and upstream policy engagement, designed to initiate immediate change and to work programmatically towards the implementation of long-term national strategies and plans. Both approaches have their merits, are complementary, and present opportunities for India and Australia to learn from each other and strengthen their OCSAE response systems.

The first two of the three recommendations are directed towards India, while the third proposes certain areas for bilateral cooperation between India and Australia.

**Recommendation 1: Build awareness about OCSAE focusing on scale, visibility, and sustainability, and fast-track OCSAE cases.**

Australian citizens appear to be more widely aware of their country’s OCSAE reporting mechanisms and resources than their Indian counterparts. Awareness about Indian OCSAE prevention laws, resources and reporting processes remains limited despite the recent sensitisation drives conducted by local authorities. Sensitisation efforts must therefore be strategic, visible, large-scale, and sustained, and should not be reduced to a response to a specific crisis like the pandemic. A phased 360-degree national awareness campaign supported by the traditional mass media could be a decisive first step. Concomitantly, mainstreaming modules on OCSAE and cyber hygiene into school computer science and sex education curricula—while ensuring that knowledge products and sensitisation materials are made available in multiple Indian languages—will go a long way towards educating students about online risks. Finally, given the large backlog of cases involving crimes against children, every effort should be made to address registered OCSAE-related cases on a priority basis, and fast-track processes to prosecute the perpetrators of these crimes.
Conclusion and Recommendations

Recommendation 2: Ensure private sector cooperation and compliance for removing CSAM.

The fight against OCSAE cannot be won without the increased accountability, responsibility, and cooperation of ISPs and OSPs. India’s IT Rules require greater clarity and a more sensitive appraisal of possible security and privacy implications before they can realistically be implemented by the social media intermediaries for whom they are intended. The draft amendments to the IT Rules—proposed on 6 June 2022 and currently open for public comment—suggest that online intermediaries, including social media intermediaries must inform their users of their rules, regulations, and privacy policy, and shall “cause the user of [their] computer resource not to host, display, upload, modify, publish, transmit, store, update or share” any content that qualifies as CSAM or is “harmful to child[ren]”. This is a positive step. Unfortunately, the tendentious clauses about traceability and decryption remain unchanged.

India has had little success persuading ISPs to cooperate with efforts to prevent access to CSAM. In this regard, India could closely study Australia’s Online Safety Act with its tough measures for enforcing compliance from among tech firms. In the first instance, India could design an ethical framework or set of codes for countering OCSAE in collaboration with the private sector. If compliance continues to be a challenge, it could consider enshrining in law both the right and well-defined mechanisms to remove CSAM and other harmful content from online platforms.

Recommendation 3: Put online child safety squarely on the agenda of India-Australia cyber-cooperation.

The ongoing cyber-initiatives between India and Australia provide a ready context for online child safety to be put on the agenda. The capacity development of LEAs and cyber officials to address OCSAE is an urgent common priority for both countries. A key area for capacity building ought to be the mapping of how CSAM offenders operate, and to distinguish between the distribution of CSAM on the clear web and the dark web. The use of analytical tools such as crime scripts could help better understand, detect, investigate, and prevent the
circulation of CSAM, and identify intervention points at which OCSAE could be disrupted. In this regard, joint cyber drills, trainings, and the exchange of best practices could be carried out under the auspices of the Indian Cybercrime Coordination Centre, established in January 2020 and the new Australian Federal Police-led centre to combat cybercrime.

Finally, at the level of policy engagement, collaborative approaches for strengthening child safety online ought to become a standing thematic area under the annual India-Australia Cyber Policy Dialogue. The development of cyber norms and principles to address crimes against children could benefit not only India and Australia but the broader Indo-Pacific region.

Conclusion and Recommendations
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