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Technology and Transformation

In many parts of the world, tensions offline are now mirrored online. In the manner 
of a Wachowskis movie, machines influence both realities and the perception of such 
realities, often expressed online. The challenge for those seeking to “govern” or “regulate” 

cyberspace, then, is the umbilical connection between digital networks and their offline 
effects. How do you cut the cord? One or another way of regulating cyberspace today may 
have unintended consequences for all facets of economic life, social engagements and 
political discourse. Many governments, acknowledging this problem, have tried to regulate 
the effects of technology, rather than the technologies themselves. This year’s edition of 
Digital Debates explores, in twelve engaging pieces, how this process of “cyber-“ regulation 
has been influenced by watershed political and military events, upending the role of state 
and non-state actors as traditionally understood.

The year 2017 was tumultuous for politics, economics, and international relations. While the 
global community was still coming to terms with the United Kingdom’s decision to exit the 
European Union, the American public voted for Donald Trump, who may be described as 
the unlikeliest yet of candidates to have contested the US presidency. President Trump ran 
a campaign that many had considered antithetical to the soul of America—the free flow of 
capital and people. By most indications, Trump is determined to reshape American foreign 
policy, global governance institutions, international trade and security.

President Trump’s ascent to the White House — and indeed, the manner in which this 
was made possible — gives the international community an opportunity to reflect on the 
questions that are confronting cyberspace. Three developments are noteworthy, foremost 
of which was the shadow cast by Russia on the US presidential campaign. In an operation 
previously unheard of in American shores, Russia hacked into the Democratic National 
Committee’s database and selectively leaked information that would eventually damage 
contender Hilary Clinton’s efforts and favour Donald Trump. With this act, Russia showed 
the world how influence operations and information warfare can disrupt even the most 
entrenched democratic processes. It also signalled the brazenness of new technologies; 
nothing is sacrosanct.

Elina Noor, in ‘Reconsidering cyber security’ and Sean Kanuck, in ‘Hacking democracy’write 
about Russia’s influence campaign in 2016 aimed at the US presidential elections, noting how 
attacks in the future will continue to affect integrity of information infrastructures.

The second issue deserving of attention was Hilary Clinton’s reliance on Artificial Intelligence 
(AI) and Big Data to make decisions during her campaign. For instance, confident in her 
team’s analytical model which predicted that it was not necessary to spend time on the 
ground in Michigan and Wisconsin, Clinton failed to address what might have been a key 
constituency. Analysts say this oversight contributed to her loss. 

A third focal point was the role of social media: in his campaign, Trump relied heavily on 
Twitter and Facebook to reach out to his audience, effectively bypassing the traditional 
media of print and television. Importantly, through algorithmic tailoring and personalised 
news feeds, social media was also responsible for creating what is called “information echo 
chambers” and polarising voters in the process. 

Since assuming office, Donald Trump has worked to influence the US’ digital policies and 
the government’s role in cyberspace. Trump’s withdrawal from the Trans-Pacific Partnership 
(TPP), which would have represented approximately 40 percent of global GDP and 25 
percent of world exports, has imperiled the US’ influence over digital norms. These norms 
would arguably have improved e-commerce and standardised internet rights amongst 
its member states. Similarly, Trump’s nationalist leanings have created uncertainty over 

Samir Saran



8 | Digital Debates 2017

America’s immigration policy; for one, he is adamant to institute changes in the US’ H1-B Visa 
programme to limit the number of foreign employees in the US’ technology industries.

Along the same line, Trump has also signed a bill repealing the US’ Internet Service Provider 
privacy rules, which currently impose limits on how ISPs can use and sell customer data. 
Defenders of civil liberties believe it is a blow to the people’s privacy rights. Further, Trump’s 
appointment of one of the fiercest critics of the open-internet norm, Ajit Pai, as head of the 
Federal Communications Commission (FCC) has challenged the principles of net neutrality 
which were laid out only two years ago under Tom Wheeler’s Open Internet Order. 

Another stakeholder in the ongoing conversation on cyberspace is China. As American 
hegemony continues to wane, China is offering alternatives and is working relentlessly 
to ensure that it has a role in defining the future of cyberspace. Tomorrow’s digital trade 
and the flow of bits and bytes may well be very different from the model envisaged by the 
creators of the internet.

In the first half of 2017, China announced its ambitious blueprint to connect Asia through a 
series of rail, road, port and energy infrastructure projects. Even before that, it was already 
at an advanced stage of being a key player in the manufacture of global digital goods.  
According to McKinsey, China is the world’s largest e-commerce market, accounting for more 
than 40 percent of the value of e-commerce transactions worldwide. Mobile payments in 
China amount to approximately 50 times that of the US, fuelled by the widespread adoption 
of e-wallets across its cities. One in three of the world’s 262 unicorns are Chinese, making 
up 43 percent of the global value of these companies. In 2015, the Chinese government 
signed off on its “Made in China 2025” and “Internet Plus” initiatives that aim to digitise 
China’s economy by integrating artificial intelligence, robotics, and digital services into 
manufacturing processes.

As part of its efforts to take the lead in the digital arena, China is making it clear that the 
retreat of the Atlantic powers will be complemented by Chinese propositions on digital 
commons. A March 2015 white paper setting out the vision for the Belt and Road Initiative 
(BRI) called for growth in digital trade and the expansion of communications networks to 
develop “an information silk road.” State-owned Chinese telecommunication companies 
are increasingly investing in Asian countries to develop digital infrastructure; even private 
players like ZTE are investing in fiber optic cables in countries like Afghanistan.

In 2016, China released its first ever “National Cyberspace Security Strategy” to set out 
its positions on cyberspace development and security. Interestingly, the strategy sees 
cyber security as “the nation’s new territory for sovereignty.” At the 2016 World Internet 
Conference in Wuzhen, President Xi Jingping declared, “We should respect the right of 
individual countries to independently choose their own path of cyberspace development, 
model of cyberspace regulation and Internet public policies.”

In characterising the internet as a fundamental domain of state control, China is challenging 
the long-held assumptions and principles that have governed the internet and have allowed 
it to proliferate over the past few decades.

The US’ apparent withdrawal from international engagement in cyberspace and China’s 
economic and political advance may well rewrite the rules of digital trade and openness in 
ways not envisaged by the internet’s inventors. Neither of these two actors, however, will 
unilaterally script this new story, given that the effects of digital networks in economic and 
social activity are now widespread and diffused. From the very beginning, the evolution of 
technology has defied prediction and delineation. As it becomes more ingrained in human 
life, technology itself will rewrite traditional notions of ethics and social contract. This new 
‘machine conscience’ will result in fresh challenges for policymakers and technologists alike.

The rapid pace of innovation in AI is heralding a world that is keen on moving from 
governing through data to being governed by data. While these developments will have 
transformational effects on the economy, they will also challenge the basis of human 
autonomy and ethics. Hillary Clinton’s reliance on algorithmic decision-making during the 
US presidential elections has already offered us a glimpse into the inherent weaknesses of 
this new paradigm. As algorithms pervade every aspect of people’s lives, they will determine 
most personal choices. However, it is worrying that these developments are taking place at 
a time when it is still unclear how machines will replicate the social values and norms that 
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human beings instinctively understand. This fear has prompted a fierce debate over the 
regulation of autonomous weapons, which are designed to be capable of making life-and-
death decisions. Today, speculation is rife on what the future will look like when people’s 
decisions are, as one commentator put it, “more mathematical than inspirational.”

A future that is scripted through code, and not norms, may be cause for concern. As Vidisha 
Mishra and Madhulika Srikumar caution in ‘Gender bias in artificial intelligence’, algorithms 
written by humans should not reflect human biases and inequities. Instead, technology 
should be developed to empower, engage and enlighten. In ‘Vulnerability, dependency, 
and profitability in a digital universe’, Urvashi Aneja writes that people’s ever-increasing 
dependency on technology seems “unwise”, given the vulnerability of information 
infrastructures. 

As the incumbent powers grapple with the changing dynamics of technology, emerging 
economies are gearing up to leverage it for the next billion users. Regulators are tackling the 
challenge of improving connectivity to harness the transformative potential of the internet. 
In ‘The Importance of the open internet in driving internet adoption and growth’, Michael 
Khoo and Peter Lovelock argue that governments in Asia need to ensure favourable market 
conditions and foster an open-internet environment that is non-discriminatory, neutral, and 
accessible.  Similarly, Amelia Andersdotter, in ‘Has the time come for less red-tape in Indian 
telecom?’, looks at the role of regulation in facilitating adoption. The piece describes the 
introduction (and eventual removal) of licence and registration requirements for public WiFi 
in Italy and the lessons that India might learn from that strategy. 

In this respect, a parallel transformation that is equally significant is India’s digital payments 
explosion. Digital transactions in India have quadrupled in the past year, spurred in part 
by the demonetisation of 86 percent the country’s currency and, in part, from the impetus 
provided by the Aadhaar initiative. The Aadhaar platform that sought to increase access 
and assist in the provision of subsidies has mass-sourced efficiencies, cut down the cost of 
transacting online, and moved bigger populations into the mainstream, formal economy 
than any other policy in recent history. 

The success in the adoption of the Aadhaar ecosystem can serve as a model for other 
emerging economies struggling with efficient delivery of services. Coupled with open 
application programming interface layers that allow private companies to utilise its 
biometric database in a secure manner, the Aadhaar ecosystem offers a unique model that 
has the potential to catalyse growth and innovation in digital economies around the world.

In turn, these developments have had the cascading effect of strengthening civil liberties 
and improving the security of cyberspace. In August this year, a nine-judge bench of the 
Indian Supreme Court unanimously ruled that privacy is a fundamental right under the 
Constitution, harmonising over 60 years of conflicting pronouncements and granting the 
strongest possible protections to people’s right to privacy. In fact, the Court has made 
specific references to informational privacy and the need to complement the right to privacy 
with strong data protection laws.

The Indian government, for its part, has established a 10-member expert committee to 
review existing data protection rules. These recommendations—likely to be tabled in the 
parliament later this year—can have the effect of modernising privacy protections and 
bringing them in line with international standards. 

Governments in emerging economies should now go a step forward and make significant 
investments in newer technologies to give an additional spurt to their governance 
mechanism. Blockchain is one such technology. Originally seen as a financial innovation, 
blockchain’s potential is now being recognised in a wide array of industries such as land 
rights, defence, art, precious jewels, and music. This technology has the potential to 
address even more complex issues such as checking the proliferation of nuclear stockpiles. 
In ‘Licence in chains: Could media content be licensed through blockchains?’, Meghna Bal 
explores how this innovation could be used to facilitate a more transparent licensing scheme 
for artistic copyrights, allowing the industry to manage the challenges that come with large 
copyright societies. 

In ‘Challenges for a new economy: the Fourth Industrial Revolution’, Logan Finucan describes 
how the so-called “Fourth Industrial Revolution” (4IR) will bring significant progress in 
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productivity, such as in the use of advanced robotics and manufacturing techniques, the 
Internet of Things (IoT) and machine-to-machine (M2M) connections on a massive scale, 
autonomous vehicles, and new industrial materials, all powered by artificial intelligence (AI) 
and pervasive big data analytics.  Meanwhile, in ‘Applications and policy considerations for 
AI in cyber security and public services’, Ryan Johnson and Seha Yatim ponder the question 
of how to manage the complex interrelationships between these new technologies, as well as 
the disruption they are likely to cause.

As economies increasingly rely on new technologies, it will be critical for them to ensure the 
stability of cyberspace and the integrity of their networks. This will require cross-sectoral 
cooperation – including that with the private sector – fostered by mutual trust. Three 
contributions in this volume ponder the issues related to the interaction between the private 
and public spheres in administering security over the internet. Chelsey Slack, in ‘Tempering 
national and international tensions in cyberspace’,provides an outline of the global 
discourse on security in cyberspace and highlights the need for cooperation among different 
actors. In ‘The hybridisation of cyber security governance’, Dennis Broeders identifies the 
emergence of cyber security assemblages – made up of government agencies, transnational 
corporations and cyber security companies. Finally, Nikolas Ott and Hugo Zylberberg argue 
in ‘Addressing international security challenges while avoiding internet fragmentation’ for 
interoperable policy regulations. 

In addition to cyber stability, an equally important task for states would be to manage the 
“real-world” effects of new technologies, which spill into offline considerations of security 
and prosperity. Technology is in the process of rewriting the nature of the relationship 
between individuals, states and businesses. Machine learning and AI will question dominant 
models of labour, economics and social stability. However, these very technologies have the 
capacity to usher in unprecedented innovation, growth and progress. As the next billion 
internet users emerge from Asia and Africa, governments around the world should explore 
technological solutions to expand the scope and effectiveness of their governance. But 
as the presidential elections in the United States and the rise of China indicate, there is 
enough evidence to guard against any positive and deterministic outcomes from technology. 
It is likely that new innovations are going to be political and politicised: no longer can 
evangelists sitting in the comfort of their offices in Silicon Valley claim to be neutral vendors 
of technology, selling their products for the public good. As technological effects on offline 
realities become more prominent,  state and non-state actors must be mindful of the effects 
of such rapid change on social structures. While technology can, and does, magnify existing 
faultlines between peoples and nations, it also offers a fleeting glimpse of greater harmony 
between humans, machines and states. The rules that will determine the nature of this 
relationship are still being written. The responsibility of all stakeholders is to ensure that 
new technologies do not lead to the creation of a world order that is haunted by the conflicts 
of the past, but rather of a new social contract that abandons the shackles of inequity and 
promises peace and progress.
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01. Reconsidering Cyber Security: 
Content, Context, and Critical 
National Infrastructure

For a time, it seemed that despite overlaps, cyber security and information security 
were set to traverse parallel paths in the stratosphere of policy discussions, never to 
converge. Securing critical national infrastructure (CNI)—as well as the computers, 

networks, and processes running them—against hacks and attacks in order to prevent a 
financial meltdown or worse, kinetic damage or destruction, became a priority point in 
nearly all the world’s capitals. From Tokyo to Tallinn, the White House to Whitehall, political 
leaders, bureaucrats, and policy wonks were unanimous that a nation’s assets and interests 
had to be protected and defended in cyberspace even as they disagreed on how it should be 
done.1  

In less unison, and made at varying volumes, were calls to protect and defend information 
from unauthorised access, use, manipulation and abuse. These calls usually came from 
technical experts. But they also came from officials who understood that the value of 
information is only as good as the confidentiality, integrity and trust underpinning that 
information and the systems running it.

A number of states have proven acutely aware of the importance of information and 
its communication. Done right, information serves a range of domestic purposes: from 
preserving social cohesion and preventing/countering radicalisation to, more implicitly, 
maintaining political stability and continuity. But information can also mislead, subvert and 
undermine.

In Asia—where nation-building narratives are still unfolding—governments have long 
recognised the power and potential of information to shape conversations, with and 
amongst diverse communities. In developing states, nascent and maturing democracies, and 
countries that still bear the scars of post-colonial division, the opportunities and challenges 
of online narratives among multicultural societies in particular are often overlooked and 
underappreciated. Indonesia, for instance, has about 14,000 islands and its population of 
250 million comprise roughly 360 ethnic groups speaking over 700 languages and dialects. 
The Philippines, meanwhile, has approximately 7,000 islands and 100 million citizens 
subsuming 70 ethnic groups living in the country’s highlands and lowlands. Malaysia’s 
landmass is cleaved by the South China Sea with 32-42 ethnic groups in Sabah, the country’s 
easternmost state on the island of Borneo. Myanmar officially recognises 135 ethnic groups, 
and Laos, with its population of under 10 million, has 49 distinct ethnic groups, making it 
the most diverse country in South East Asia on a per capita basis. The task of building a 
shared national identity in nearly each of the South East Asian states is complex enough on 
its own but is made even more challenging by development imperatives and technological 
disruptions (both positive and negative).

For all these countries, the preservation of sociopolitical stability is crucial to the growth of 
the economic pie. Societies that have been riven by communal or ideological tensions are 
particularly vulnerable to the spread of polarising (mis)information and, in the age of the 
internet, the speed, magnification and multiplication of its dissemination. If radio proved 
a major vector of incitement in the initiation of the Rwandan genocide, the instantaneity 
of the internet could arguably exacerbate what Paul Brass, who has written extensively 
about communal relations and violence in India, calls an “institutionalised riot system.”2 In 
a region as diverse as Southeast Asia, with competing communal and national narratives, 
cyberspace has emerged as an especially contested domain, given its reach and accessibility. 

Elina Noor
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As narratives jostle for profile, often the most sensational ones push through to prominence 
above the rest. 

This opportunity for exposure has not been lost on extremists. In recent times, maritime 
South East Asia, especially, has had to deal with the challenge of online radicalisation. 
Content pushed through social media and messaging applications is testing even the 
most seasoned of authorities in these countries with decades of experience countering 
radicalisation and violent extremism by ideologues of all stripes. The threat is not entirely 
new, of course. Since the early 2000s, countries such as the Philippines, Thailand and 
Indonesia have seen an evolution in web outreach by domestic extremist groups from text-
heavy material to the incorporation of multimedia and visuals. Now, authorities have to 
catch up to extremists’ diversification to social media as the attention span among a younger 
audience grows increasingly shorter. In Malaysia, 75 percent of detainees arrested for 
terrorism-related activities as of May 2015 were radicalised online through social media.3 

The phenomenon raises the question, of course, of how governments should manage the 
spread of online radical propaganda without unduly restricting civil liberties. As the ultimate 
arbiter of national security, governments have a role in monitoring this space for threats. 
Less certain is how and to what extent governments alone should be exercising that role.

Governments are keenly aware of the sway of information on their own political appeal 
or viability, some perhaps more than others. Long before “fake news” became a term of 
art, presidential pronouncement, or a hashtag, Malaysia had “surat layang” or anonymous 
poison-pen letters composed and spread to defame and unseat political personalities.4 These 
letters were usually written by citizens themselves so the implications of these offences, if 
any, were confined domestically. 

The stakes were exponentially raised, however, once allegations of foreign hacking, 
disinformation and electoral interference clouded the 2016 US presidential elections.5 
Quite apart from the fact that cyberspace was simply a new means for an established 
and widespread practice of electoral interference by major powers around the world,6 
the development brought to bear difficult international legal questions about attribution, 
evidentiary requirements, and recourse to action where operations in cyberspace fall below 
the threshold of physical damage, destruction or death. 

For smaller, developing states—some of which themselves experienced electoral interference 
by foreign powers in the past—the turn of attention to information (in)security in cyberspace 
was both welcomed and viewed with caution. If before, a focus on content and its potentially 
destabilising effect on society was censured as censorship, and political obtrusion dismissed, 
it seemed now that the United States might empathise with both matters. At the same time, 
it also raised concern about what sort of expectations would be imposed in the future, on 
less developed states caught in the crosshairs.

Attribution remains problematic on at least three levels: technical, where the source of 
attack has to be traced and identified; political, where the author and executioner of the act 
may need to be profiled and her/his intention assessed according to the political climate 
in place; and legal, where the relationship between the actor and the state needs to be 
determined.7 These criteria are often inconclusively satisfied for technologically advanced 
countries, let alone developing ones, but they are rendered even more daunting in the face 
of unsettled law.

Debate abounds, for example, on whether the burden of proof should be reversed with cyber 
operations because of difficulties with attribution.8 The onus, the argument goes, should be 
on the accused state to prove that the cyber activity did not originate from its territory or 
infrastructure located within its jurisdiction. However, the traditional, mainstream approach 
of the burden of proof being on the complaining state seems to prevail for the present. The 
situation is more complex in cyberspace because cyber operations may originate not just 
from one territorial jurisdiction but many. 

There is also no clear standard of proof for below-the-threshold cyber activity and analogies 
are borrowed from existing international law on state responsibility, criminal command 
responsibility, and the civil law test of balance of probabilities. Further, the law on the 
method of proof with regard to cyber operations is still nascent. While the International 
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Court of Justice seems to prefer the submission of official documentary evidence, this will 
likely not always be possible because the disclosure of such may compel states to reveal 
classified technological systems or data.9 The ambiguities in the law and the differing levels 
of competency and capability among various states mean that there are opportunities for 
cooperation and exchange in the areas of law, policy and doctrine development. 

Of larger import is the convergence between cyber security, narrowly defined, and 
information security that the events of 2016 catalysed. The immediate question is whether 
electoral systems count as CNI, triggering the observance of norms and the application 
of international law, as appropriate, in cyberspace. This is a legitimate and substantial 
consideration for democratic countries with electoral mechanisms because it impacts the 
political foundation of those states and public trust in the systems that enable it. However, 
this approach obviously favours only one political system. 

There is nothing to stop an absolute monarchy or a Communist party system from declaring 
its own political foundation as unassailable and part of its CNI. In general diplomatic and 
international legal parlance, this is known as the principle of non-intervention, which states 
recognise through the precepts of sovereignty and territorial integrity. Given that every 
state has the prerogative to define its own CNI and not all governments are democratically 
elected, it may well be worth broadening the discussion of redefining CNI to include political 
systems writ large rather than only electoral systems. This may, no doubt, be unpopular in 
its presumption that there are non-democratic systems worth defending but the suggestion 
does, at least, merit a discussion. Not affording it would be ironically non-democratic and 
hypocritical.
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02. Hacking Democracy

Cyber conflict as it pertains to the manipulation and/or compromise of democratic 
institutions–both directly and indirectly–has come of age. Academic speculation about 
hypothetical methods and objectives must yield to serious and pragmatic policy 

discourse. Direct intervention in a democratic election can comprise either public efforts to 
obstruct voters or else clandestine alteration of actual vote tabulations; indirect influence 
can consist of using proxy voices or inducing political, economic or media events with 
secondary impacts on voter turnout and election results. (See Figure 1). Manipulative actions 
that do not directly alter the voting process or results are to be considered “influence 
operations”, while actual changes to voting rosters (including threats of violence or other 
means to physically deter eligible voters from attending the polls) or the ballots that are cast 
are typically deemed illegal “voter fraud”, even when perpetrated by the state apparatus 
itself. 

Information communication technologies (ICT) present many new vectors for potentially 
interfering with democratic elections. Foreign competitors, traditionally offset by geography, 
can now impose themselves on domestic political systems anywhere in the world. Social 
media platforms enable individuals or special interest groups to broadcast their policy 
positions at little or no cost and even to strategically misrepresent broader support for 
those positions. Internet-connected ICT networks are highly susceptible to unauthorised 
access, thereby rendering sensitive data vulnerable to theft and public release. In essence, 
the digital future–and liberal democratic processes that will rely upon it–is susceptible to 
interference and disruption. 

Figure 1: Examples of Methodologies for Manipulation of Democratic 
Elections

Introduction

DIRECT INTERVENTION  INDIRECT INFLUENCE

OVERT

Intimidating or deliberately misinforming 
voters to deter turnout. For example, 
unofficial “robocalls” used during the 2011 
federal elections in Canada to falsely claim 
changes to polling station locations.1

Public campaign donations and/or speeches 
by non-candidates in support of specific 
ballot choices. For example, President 
Barack Obama’s 2016 speech in London 
opposing “Brexit” before that referendum.2 

COVERT

Secretly altering the election results to 
favor a specific candidate. For example, 
the historical allegations regarding Lucien 
Bonaparte’s inflation of voting results in the 
French constitutional plebiscite of 1800.3

Clandestine, third-party activity intended 
to increase or decrease support for specific 
candidates. For example, reputed Russian 
espionage and public dissemination of 
materials during the 2016 US presidential 
campaign.4

Historical Precedent

When evaluating the impact of cyber modalities (i.e., ICT) on democratic institutions, one 
must first consider what is genuinely new in either the objectives or possible impacts. 
Regardless of which quadrant of Figure 1 is of concern, there is ample historical precedent 
from geopolitics. Thucydides recounted Athenian efforts to lobby the magistrates of 
Melos to capitulate without battle (i.e., indirect and overt influence).5 Similarly, Radio Free 
Europe and Voice of America were designed to provide the electorates of foreign polities 
with information that was otherwise unavailable and/or forbidden. Nor is history want for 
allegations of ballot-box stuffing (i.e., direct and covert intervention) or voter intimidation 
(i.e., direct and overt intervention). Digital manifestations of those forms of fraud are 
certainly illegal and deserving of policy attention, but they are not the focus of recent 
debate. What seems to capture the current imagination and concern is the heightened 
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opportunity for indirect, covert influence through cyber means. Careful analysis is required, 
however, to properly assess the nature and foundation of that concern.

If one reasonably acknowledges that foreign efforts to influence elections are as old 
as elections themselves, then one is left with either (i) a theoretical objection that is so 
counterfactual to historical practice that it is relegated to pure academic consideration, or 
(ii) a practical objection that employing a new technological means to an old political end is 
somehow unacceptable. It is worth recalling that public international law does not expressly 
outlaw espionage, which is merely accepted as a feature of international relations. Nor is the 
publication and dissemination of political opinions generally deemed objectionable in liberal 
democracies. So what is really at issue here? What is so new and inherently objectionable 
about digital influence campaigns compared to pamphleteering or foreign radio broadcasts 
that transcend sovereign borders?

By way of example, several former US intelligence officials have stated that they considered 
the theft of Office of Personnel Management (OPM) records to be a “legitimate” foreign 
intelligence target.6 But even so, US government officials have said that the scale and 
import of that espionage crossed a line that was unacceptable. It would thus seem that 
the objection stems from the quantitative scope of the activity in question (e.g., the sheer 
number of records compromised, the gross imbalance between the cost of conducting the 
activity versus its harm to the victim, and the possible stand-off distance from which such 
an operation can be conducted without personal risk), rather than the qualitative nature of 
the activity itself (e.g., the theft of private information, the type of data targeted). Chivalric 
objections to the crossbow and guerilla warfare tactics should immediately come to mind, 
for new methods of conflict are often too efficacious for the establishment to accept at the 
outset.

There is no doubt that if one were sitting in the British Parliament in the latter half of the 
18th century, then a certain group of colonials self-publishing and distributing pamphlets 
that advocated armed secession would have been deemed “terrorists” by today’s standards. 
Some of those same “founding fathers” would even eventually publish the Federalist Papers 
under the pseudonym “Publius” that sought to imply broader support for their political 
positions, which is not terribly dissimilar to modern-day “astroturfing” on social media.7 
And the American Revolution is but one example, for the House of Bourbon would have had 
analogous views of the violent Jacobin upstarts. History is kind to the victors, and ruling 
elites always question the legitimacy and legality of challengers. How then shall democracies 
balance the rule of law with freedom of expression in the internet age? 

When does a quantitative improvement in espionage constitute an unacceptable qualitative 
change? Do recent offensive cyber advances constitute a qualitative threat to democracy? 
These are indeed difficult queries. The only useful, historical metaphor that strikes this 
author is the large-scale expulsion of Soviet Bloc “diplomats”—who were suspected of 
espionage—from London in the 1970s.8 The British Security Service (aka MI-5) simply did not 
have adequate personnel to effectively surveil all of those individuals, thereby requiring a 
reset of the acceptable parameters for Cold War human intelligence. As with the OPM hack, 
that policy decision reflected a purely practical objection based on quantitative versus 
qualitative standards.

Protected Infrastructure

The US Department of Homeland Security did not officially designate election systems as a 
critical infrastructure until January 2017.9 Yet, almost four years earlier in March 2013, the US 
Director of National Intelligence (DNI) had identified an important incongruity related to how 
different nation states view online media and their political systems:

  “Online information control is a key issue among the United States and other 
actors. However, some countries, including Russia, China, and Iran, focus on ‘cyber 
influence’ and the risk that Internet content might contribute to political instability 
and regime change. The United States focuses on cyber security and the risks to 
the reliability and integrity of our networks and systems. This is a fundamental 
difference in how we define cyber threats.”10
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VOTING SYSTEMS INFORMATION 
RESOURCES

PUBLIC
Government-administered polling stations 
and officially monitored vote tabulation. 
Susceptible to corruption by ruling party.

National television, radio, print and online 
media outlets. Subject to selective coverage 
and preferential treatment by ruling party.

PRIVATE
Hardware and software for voting systems 
and registration databases developed by 
commercial companies. Susceptible to supply 
chain and/or remote penetrations.

Independent mass media and online social 
media platforms. Subject to censorship by 
government as well as disruption and/or 
manipulation by third parties.

That fundamental difference (i.e., the underlying distinction between infrastructure and 
content) is also germane to the question of which ICT deserve protection as “democratic 
institutions”. Most everyone would likely agree that public authorities must guarantee the 
security of polling stations, voting machines and official election returns. In other words, 
they are expected to prevent direct intervention that is contrary to the rule of law. This is 
represented by the US’ “infrastructure-centric” view of cyber security that was highlighted 
by the DNI. Content poses a much more complicated challenge.

The discussion about where to draw the line regarding indirect influence quickly becomes 
muddied, as can be regularly seen with proposals for campaign finance reform. Managing 
the impact of informational content pits two democratic values against one another: 
freedom and equality. There has always been political disagreement about how much 
leverage freedom of expression should permit wealthy individuals and companies to exert on 
democratic processes. Today, we must also ask ourselves whether every mass media outlet 
or social media platform should receive a critical infrastructure designation simply because 
it can be utilised to influence public opinion (See Figure 2). Is the national government 
responsible for ensuring the confidentiality, availability and integrity of all resources that 
can influence a democratic electorate? If not, then why not? The decision regarding which 
entities are “entitled” to special protections and/or restrictions has become a genuine public 
policy dilemma. 

Figure 2: Examples of Civilian Infrastructures that Impact Democratic 
Elections

For example, the status of political parties and their proprietary resources raises difficult 
legal questions. If the compromise of an entity such as the Democratic National Committee 
or the Republican National Committee in the US is deemed a national security concern, 
then what level of governmental oversight and regulation of (i.e. access to) that party’s 
ICT networks is appropriate in the national interest? Does that level change depending on 
whether that party is currently in power? Should smaller political parties be exempt from 
such regulation if they are not likely targets for foreign intervention? Once again, these 
cyber challenges are pitting core democratic values against one another—privacy versus 
national security—and policy trade-offs are inevitable. 

Social media represents a uniquely influential and vulnerable feature of modern politics. Its 
impact during the Arab Spring was noted by governments and demonstrators alike around 
the world. Since then, the use and manipulation of social media has become an instrumental 
part of political campaigns, opposition movements and foreign influence operations. It is 
possible, at least to a certain degree, to reveal such social media manipulation, for instance, 
by technically determining the provenance of posted information, detecting automated 
programs for “re-tweeting” and “liking” posted information, and identifying patterns of 
coordinated “trolling.” That requires, however, analysis of large tranches of proprietary 
data, including both content and technical metadata. In democratic societies, private ICT 
companies have no ex ante obligation to make their databases available to government 
authorities for speculative research. When, if ever, should private data be treated as a 
national asset, even against the will of its owner?

Data Integrity

Many forms of media have been used to spread both information and disinformation for 
political or economic effect (See Figure 3). History is certainly replete with examples of 
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INTENTIONAL 
MESSAGING

UNWITTING 
EXPLOITATION 

INFORM
The 2007 airborne delivery of leaflets over 
Afghanistan by the US military in order to 
deter insurgent activity by the Taliban.12

In 2016, Twitter suspended thousands of 
suspected terrorist accounts that promoted 
violence and/or spread propaganda.13

DECEIVE

(1)  Adoption of the title “Bolshevik” (i.e. “one 
of the majority”) by a party faction that 
was numerically inferior.14  

(2)  The ironic naming of “Greenland” by Erik 
the Red to encourage emigration to a new 
colony that was less temperate.15  

(1)  The Syrian Electronic Army’s false “tweet” 
disseminated from the Associated 
Press’s Twitter account in 2013, which 
led to temporary fluctuations in US stock 
markets.16  

(2)  False news items posted on Facebook 
during the 2016 US presidential 
campaign.17 

interest groups “marketing” their views to the public–such as the US founding fathers’ 
ascription of the moniker “Anti-Federalists” to their opponents to impute a negative 
connotation–but social media and other internet platforms present a new challenge, 
whereby they host content that is neither of their own creation nor necessarily attributable 
to physically identifiable third-parties. Accordingly, they become enablers for all sorts 
of online activities that can either foster or undermine democratic institutions. That 
schizophrenia is perhaps best characterised by the hacker consortium, Anonymous, which 
has both thwarted sovereign governments and also publicised child pornographers and 
corporate fraud to supplement law enforcement.11 Is the “common carrier” model, which is 
ambivalent towards content, the right legal analogy for internet service providers and social 
media outlets?

All of the themes aforementioned in this article—espionage, privacy, influence operations, 
quantitative change, qualitative distinctions, public versus private infrastructure, freedom 
of expression, national security—coalesce around the key issue of data integrity. Because 
democracies rely on the ability of their populaces to make informed decisions, increased 
dependence on insecure ICT poses considerable threats. But how can the public ever 
differentiate truth from falsehood with certainty?

Figure 3: Examples of Information Propagation to Induce Political or 
Economic Behaviour

International humanitarian law (aka the law on armed conflict) struggles with a similar 
conundrum when it distinguishes between perfidy (i.e., the illegal intent to betray 
confidence) and ruses of war (i.e., permissible deceptions not based on garnering false 
status).18 Interestingly though, “misinformation” is listed as a ruse vice perfidy; moreover, 
the relevant treaty distinctions explicitly do not “affect the existing generally recognized 
rules of international law applicable to espionage.”19 Thus, cyber operations premised on 
exerting indirect influence are particularly problematic, especially when they only reveal 
true information. Can two “rights” make a “wrong”? That is, should espionage (which is 
accepted in international relations) that exposes the truth (a core democratic value) be 
prohibited?

Ultimately, the most nefarious threat to democratic institutions is the corruption of the 
integrity of information. The pervasive introduction of false data into mainstream media 
could erode public confidence and destabilise society. That is, of course, exactly what 
authoritarian regimes are (i) highly concerned about happening to themselves and (ii) well-
practiced in perpetrating against their adversaries. Yet, democracies pride themselves on 
permitting their citizens to hold and publicise contrarian (or even counterfactual) opinions, 
and modern ICT permit foreign voices to participate in domestic dialogues.

It seems then that the most conceptually disturbing challenge for democratic institutions 
is digital, highly efficient, indirect, foreign, misinformation campaigns that can neither 
be prevented nor easily identified. Furthermore, it is unclear what kind of government 
institutions (domestic or international) and/or private-sector initiatives could resolve that 
difficulty, for this seemingly new cyber concern tautologically reduces to the well-known 
game theory paradox of “who guards the guardians”?
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Outlook

Democracy faces a significant challenge ahead. Whether the government and media 
institutions upon which it relies, can weather the imminent onslaught of influence operations 
– including ones that disseminate falsified content indistinguishable from the truth by 
average persons–remains to be seen. Developing nations, India in particular, have deeply 
considered the trilemma of access, security and human rights. All three are desired qualities, 
yet there appear to be implicit trade-offs between those values in the online environment. 
How does a government afford its populace the political and economic benefits of the global 
internet without sacrificing national security and regime stability?

One intriguing development is the potential return to direct democracy. The possibility of 
Internet referenda have opened the door to direct democracy in a way that has not been 
feasible since the citizens of a city-state could all convene in their agora. Is the world on 
the cusp of witnessing the waning of Burkean representative democracy, either in fact or at 
least in principle? Will elected representatives behold themselves to the popular will of their 
constituents, which can be now be theoretically measured in real time on every issue up 
for a legislative vote? Will the desire for re-election hold sway over the exercise of political 
expertise? Of course, the concern is how to ensure the integrity of those online “plebiscites” 
that are neither officially sanctioned nor orchestrated by the government. They remain 
extremely vulnerable to foreign influence operations as well as direct intervention through 
cyber attacks.

A second matter of concern should be the security of online voting systems. While some 
countries, like Estonia, made the transition years ago, others have faced profound difficulties 
in implementing secure internet-based voting. Even electronic vote tabulators in paper-
ballot polling stations pose uncertainties. For example, in at least one state jurisdiction, 
ballots cast in the 2016 US federal election were recorded by machines that had been 
tested for accuracy with trial data sets rather than reverse engineering of the software. 
Unsurprisingly, those trial data sets consisted of fewer entries that the general election 
would require, and therefore, even a novice computer programmer could fathom a malicious 
subroutine that yielded accurate results when tested on an order less than a general election 
but provided false returns when processing data on the magnitude of the full electorate’s 
ballots. How then does any properly registered voter who casts a ballot ever know that her 
vote is tabulated correctly in today’s democratic elections? Are we to simply to trust the 
vendor’s assurances?

This essay may appear to have come full circle after highlighting the dangers of indirect 
influence operations that compromise the integrity of media consumed by the electorate. 
But leitmotifs of uncertainty and vulnerability should resonate on a number of levels. 
Twentieth-century democracy prided itself on near-universal suffrage, monitored elections 
and secret ballots. But our desire to capitalise on the efficiencies of the digital economy and 
the machine age may be realised at the expense of big politics and new voices. The impact 
of technology and society may be best illustrated by asking how many millennials—whose 
political persuasions are most often easily deducible from their social media accounts—
would prefer the opportunity to verify the tabulation of their personal votes over the secrecy 
of their ballot. Perhaps the world has merely reached another inflection point in the history 
of democracy.
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03. Has the Time Come for Less 
Red-tape in Indian Telecom?

In November 2016, the Telecommunications Regulatory Authority of India (TRAI) proposed 
a Model for Nation-wide Interoperable and Scalable Public Wi-Fi Networks.1 The aim of 
TRAI was to facilitate, through standardisation, seamless authentication and payment for 

access to public Wi-Fi networks and further the agenda of Digital India.2 

Affordable, accessible internet connectivity is an outstanding policy target in most of the 
world. It is widely accepted that an internet-enabled nation increases its opportunities 
for social, democratic, and economic development.3 Still, efforts to enhance connectivity 
around the world with a view to strengthening human rights and economic development 
are dependent on the regulatory framework surrounding telecommunications in each of the 
countries where such efforts are being made.

This paper is a case study of licence requirements for public internet access facilities 
and mandatory user registration requirements for public Wi-Fi networks in Italy between 
2005 and 2013, and the lessons the experience holds for India. It will cover why they were 
introduced and the factors that led to their ultimate removal.

Italy is an interesting case study because of the way security measures were rolled back due 
to their perceived harmful impact on business and internet user rights. The Italian campaign 
to remove mandatory user registration requirements in the public Wi-Fi network sector was 
advanced by small business and municipal network roll-out concerns. Italian membership 
in the European Union (EU) allowed activists and campaigners to use data from other EU 
member states to underline how the registration policy had led to detrimental effects on 
Italy in comparison with allied nations. The case study, therefore, provides useful lessons 
to activists and campaigners on how to invoke the competitive advantage of nations when 
addressing technology policy concerns that may have an impact on human rights, such as 
mandatory user registration.

In India the situation is clearly different from that of Italy. TRAI has recognised the need 
to integrate small-and medium-size businesses, as well as local and regional councils, into 
the efforts to deploy public Wi-Fi networks with a view to increasing general access to 
connectivity.4 But India is a leading economy in its part of the world, unlike Italy, which is 
part of the EU and economically similar to many of its collaborating partners. In spite of 
similar problems in the two countries with domestic violent disturbances—Italy was rocked 
by terror strikes in the 1960s and 1970s, while India faced states of emergency due to wars—
it is also clear that Italy entered the telecommunications liberalisation period of the 1990s 
in a much more industrialised state than did India. The Italian case study can only provide 
pointers to human rights campaigners on how to find synergies between human rights 
interests and economic interests.

The Origins of Registration Requirements

In the early days of telecommunications, access to telephony was bound to individual 
houses. The business model was post-paid subscriptions and each private subscriber needed 
to be identifiable at her or his residence for billing purposes.

With mobile telephony it became possible for end-consumers to access telephony without 
having a monthly subscription fee. Prepaid rentals have been a particularly successful 
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business model in the Global South, where many households cannot afford the financial 
burden of a monthly subscription fee.5 As the end-consumer pays their dues to the mobile 
operator before enjoying the services, the operator does not need to collect billing 
information. Registration requirements are meant to ensure that a given subscriber can 
be tied to a specific person or address, irrespective of the operators’ need to bill that 
subscriber. Registration requirements are assumed to deter criminal activities and assist the 
police during the investigation of crimes.6 

The Efficiency of Registration Requirements

Little evidence exists to show that registration requirements contribute to a drop in crime.7 
In India, there is anecdotal evidence that the tracking of IP addresses has been helpful in 
bringing wrongdoers to justice,8 but it is less clear that registration requirements were 
helpful in these cases. The same is true globally.9 In Mexico, registration requirements for 
prepaid rentals were discontinued after an evaluation showed that crime increased, rather 
than decreased, after registration requirements were introduced.10 

From the business perspective, it has been shown that registration requirements for SIM 
cards depress mobile penetration in developing countries in the short term.11 A comparison 
of EU countries listed by the GSM Association as having introduced mandatory user 
registration requirements in 2013 with data on the general competitiveness of the mobile 
market (see, for example, DFMonitor.eu) indicates that countries with stronger mobile 
competition are less likely to have introduced registration requirements.12 

The risk of administrative burdens on commercial and non-commercial providers of 
services decreasing providers’ abilities to launch services has been observed in India as 
well. Leading industry bodies such as the Internet Service Providers Association of India 
(ISPAI),13 Association of Unified Telecom Services Providers of India (AUSPI),14 and Internet 
and Mobile Association of India (IAMAI)15 all said so in their responses at the November 2016 
consultation on public Wi-Fi networks organised by TRAI.16

The above discussion provides a setting for understanding mandatory user registration 
requirements in mobile networks and their efficacy in the fight against organised crime and 
terrorism. The following section describes the case of Italy in this context.

The Case of Italy

Not even a month after the 7 July 2005 bombings in London, Italy imposed registration 
requirements on public Wi-Fi networks.

It seemed at the time an insignificant addition to the already existing anti-terrorism 
framework. Between 1969 and 1982, some 2,712 terrorist acts had been recorded and 351 
individuals murdered by terrorists in Italy,17 the most infamous case being the killing of Aldo 
Moro, former prime minister, in 1978. In response to these early threats against the Italian 
state, the country had broadly expanded investigatory powers, introducing surveillance 
powers and prioritising the continued existence of the state over other considerations. After 
the attack on the Twin Towers in New York on 11 September 2001, support for extensive 
police powers was re-affirmed in the national parliament.18 

However, the registration requirements of 2005 raised many objections that had not been 
envisaged by the legislators. There were, of course, privacy objections: it would make 
anonymous, or at least private, enablement of connectivity impossible. But there were 
also economic objections: it was said that the requirements would hold back economic 
development. 

The 2005 decree required every provider of access to computer terminals, such as an 
internet cafe to register with local authorities and collect identity information on all users.19 
Libraries, schools and Wi-Fi providers were not required to obtain licences, but had to 
ensure proper identification of all users.20 Further, the decree mandated that identification 
be performed through inspection of state-issued ID cards and that data thus recorded be 
stored in accordance with applicable data protection laws for a period of one year.21 Other 
forms of verification, such as by SMS, were later approved by the responsible ministry, but 
doubts over the literal wording of the law caused providers to not rely upon such alternative 
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identification verification mechanisms.22 Concerns were also raised that SMS verification, in 
spite of being a lighter identity verification regime than state-issued ID cards, would exclude 
tourists; this posed a problem for a country with a large tourism industry.23 

In addition to these concerns, the telecommunications sector in the EU had undergone 
liberalisation in the 1990s, bringing with it commercial challenges to Italian 
telecommunications operators and, in turn, pulling down their appetite for increasing 
administrative burdens. In Italy, the market transformed from having only one 
government owned operator, Telecom Italia, with 100 percent share of the market for 
telecommunications in 1997, to one where, by 2008, Telecom Italia’s market share was down 
to 65 percent.24 New market entrants were struggling to position themselves, while Telecom 
Italia was facing the problem of having to simultaneously downsize while staying on good 
terms with labour unions and the government.25 

Liberalisation of the telecommunications sector in European countries also shifted the 
regulatory framework for the sector from the national level to the European level.26 The 
European Commission started compiling data on market shares of previous monopolists in 
each of the member states, consumer ability to switch providers in case of dissatisfaction 
with the existing provider on each of the European markets, the number and market 
shares of new market entrants in each of the countries, as well as measurements of overall 
digital development of each member state.27 The EU-level market analyses, including from 
the private sector,28 contribute to institutional competition between member states. By 
comparing data from different states, one can argue that a specific EU member state is 
doing worse in terms of public Wi-Fi roll-out than other EU member states because of its 
institutional or legislative framework.29 This is precisely what happened in Italy.

When the Italian decree was reviewed in 2010, the campaign Carta dei cento per il 
libero Wi-Fi [Charter of the Hundred for Free Wi-Fi]30 had figured out that Italy had only 
one-fifth as many Wi-Fi hotspots as France.31 Italy was also lagging behind other large 
European economies such as Germany and Spain in Wi-Fi deployment. The Carta dei cento 
demonstrated that the registration decree had adversely affected Italy’s capacity to compete 
and garnered support from private-sector parties, regional authorities interested in local Wi-
Fi projects, as well as academics and journalists.

In December 2009, journalist Alessandro Gilioli found that even former Minister of Interior 
Affairs Giuseppe Pisanu, who was responsible for introducing the decree, had reconsidered 
its merits:”[On] the one hand, security needs have changed since the passage of the decree, 
and on the other, access to the internet and other benefits of technological development 
must be facilitated,” Pisanu told Gilioli.32 

Registration requirements were subsequently relaxed in 2011, in what was considered a 
major victory for public Wi-Fi access. Italian internet providers’ association AIIP quickly 
launched a campaign to wirelessly connect Italy: Internet Chiama Italia [Internet Calls Italy].

However, closer scrutiny of the 2011 decree revealed insufficient legal clarity for Wi-Fi 
providers and investments in Italian public Wi-Fi networks remained small. Therefore, 
more laws were passed in 2013 to reinforce the Italian legislators’ commitment to a lighter 
regulatory scheme. This second round of regulatory reforms had immediate positive effects 
on development of public country networks.33 By the end of 2016, the number of public Wi-Fi 
hotspots in Italy had increased from 4,802 in 2009 to over 28,000.34 

But in spite of these dramatic developments of Wi-Fi infrastructure following the removal 
of mandatory user registration requirements, Italy is still considered by the European 
Commission to be “catching up” with the rest of the EU on digital developments. While Wi-
Fi contributes to the ubiquity of connectivity in places where fixed connectivity is already 
accessible, the slow pace of back-haul network roll-out in Italy continues to hold the country 
back. The country is still dependent on its copper/ADSL networks and has the second-least 
developed high-speed broadband network in the EU.35

Implications for India

In light of TRAI’s hopes that “panchayats and local entrepreneurs [can] create Wi-Fi networks 
offering e-learning, e-governance, e-banking, e-health, and other online services to the 
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community,”36 it seems pertinent to review registration requirements currently looming over 
public Wi-Fi providers, to see whether easing such requirements would improve the chances 
of realising such hopes. Notably, the Department of Telecommunications appears not to 
have made such an assessment in advance of passing its regulation on user authentication in 
2009.37

In India, there is still legal uncertainty around licensing requirements for public Wi-Fi 
providers. In Italy, in spite of licensing of public Wi-Fi never having been mandatory, 
registration requirements alone were sufficient to hamper Wi-Fi deployment.

In many countries, registration requirements have been introduced under the assumption 
that user registration contributes efficiently to the fight against organised crime or 
terrorism. Evidence from countries that have evaluated registration requirements does 
not, however, support such assumptions. More than eight years since user authentication 
requirements were introduced for Wi-Fi networks in India, a reassessment of the Indian 
registration requirements seems appropriate. To evaluate whether the administrative 
burdens of registration requirements on businesses are indeed a worthwhile sacrifice, it is 
necessary to determine whether the requirements have led to either a real drop in crime or 
facilitated the bringing of more criminals to justice. Such an assessment should be carried 
out at all levels of government where law enforcement authorities exist.

The Italian case study should also encourage reflections on the necessity of core network 
investments. Public Wi-Fi increases access to connectivity only up to a point. Over longer 
distances, or to connect villages with the global internet, a strategy for developing backhaul 
networks is still necessary. 

As opposed to Italy, where a comprehensive data protection framework has been in place for 
many decades, India is currently still discussing such a law for protecting personal data.38 In 
the digital age, individuals are exposed to risks from unauthorised access, leak, or breach of 
their personal data. These risks include receiving threats, identity theft and payment fraud. 
Just recently, it was even observed that unforeseen dissemination of Indian identity data can 
have repercussions on national security.39 

Conclusion

In its efforts to incentivise business and entrepreneurship, as well as build a sustainable and 
secure connected environment for the benefit of all Indian citizens, the Indian government 
should consider the following:

 •  Assessing the efficiency of the current mandatory user registration requirements for 
Wi-Fi and prepaid rentals with respect to law enforcement activities and crime rates, and 
the possibility of removing them with a view to strengthening locally based and small-or 
medium-sized domestic businesses.

 •  Clarifying that there is no intention of applying licensing requirements to public Wi-Fi 
networks.

 •  Developing a national strategy for increasing investments in backhaul networks and core 
networks.

 •  Continuing the efforts to introduce a privacy act, for the protection of individual citizens 
and their identity information in an increasingly insecure cyberspace.

As India becomes digitally empowered, it should ensure that its domestic business climate 
is such that smaller local actors have the capacity to enter the Wi-Fi market. One way of 
enabling a larger range of companies to participate in Indian infrastructure roll-out is to 
decrease “red-tape,” namely, laws that impose administrative requirements in such a way 
that only larger companies are able to afford manoeuvring the legal landscape. The Italian 
case study serves as a cautionary tale, where security-through-administration needlessly 
held a nation back in its digital economic development.
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04. The Importance of the Open 
Internet in Driving Internet 
Adoption and Growth 
Michael Khoo and Peter Lovelock

The number of internet users and the volume of internet traffic is growing in Asia. But 
while the Asia-Pacific is leading globally in the absolute number of online users, 55 
percent of the region’s population is yet to be connected to the internet.1 This trend 

must be reversed; Asian policymakers acknowledge the importance of the internet in terms 
of economic growth and social development. This is attested by the increasing number of 
national broadband plans and the inclusion of digital economy policy in their respective 
national development agendas. 

While the number of internet users has been growing at a steady pace, internet traffic is 
surging at an exponential rate. New users are not only coming online, but they—together 
with existing users—are consuming more and more content and services, generating rapidly 
increasing data traffic volume. According to TeleGeography, between 2012 and 2016, the 
compound annual growth rate of broadband subscribers in Asia was 10 percent, while total 
broadband bandwidth grew by 29 percent. This bandwidth growth is primarily driven by 
a voracious appetite to consume more content in the form of information services, social 
media, online games and streaming video services. 

In 2015, video content alone accounted for 65 percent of total consumer IP traffic in Asia, or 
14,534 petabytes, figure that is forecast to rise to 82 percent by 2020.2 India and Indonesia 
are showing some of the highest growth rates in internet video consumption, while in China 
around 91 percent of consumers already “binge watch” content, and over 50 percent watch 
more than two hours of video every day.  

Figure 1: Internet Video Growth in the Asia-Pacific (2015 to 2020)

Source: TRPC analysis based on statistics from Cisco VNI reports
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Low-cost smartphones and increasingly affordable mobile data services are the primary 
enablers of going online. Since in most Asian economies, the cost of personal computers 
remains prohibitive, these countries are less “mobile first” and more “mobile only.” More 
importantly, issues of broadband accessibility and affordability persist, as well as questions 
in quality of service. These challenges can be addressed by encouraging greater competition 
in the telecommunications market, and by incentivising or mandating network providers to 
improve and expand their wired and wireless broadband infrastructure.
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As regulators face the challenges of both improving connectivity and encouraging adoption, 
it is important that they foster an environment that allows for the free flow of content and 
services on the internet as these are the main drivers of broadband adoption. 

The desire to access content and services creates further demand for broadband access and 
increased bandwidth. This prompts Internet Service Providers (ISPs) to invest in network 
deployment to provide better and faster networks. This, in turn, improves connectivity, 
enabling the further development of innovative content and services, driving consumer 
demand for access, and so on. The growth of this virtuous circle of consumption (demand) 
and investment (supply) depends on fostering an open internet — a level playing field where 
everyone has the same opportunities to participate and where markets are competitive, net 
neutrality principles are adopted, and internet connectivity is accessible and affordable.   

Figure 2: The Virtuous Circle

Restrictions placed on the open internet can lead to unintended consequences, such as 
higher prices of content and connectivity, and more limited content availability. These could 
restrict adoption and usage, and artificially constrain the self-perpetuating momentum of 
the virtuous circle. This is not to argue that illegal and harmful content should be freely 
available but to say that the internet should remain non-discriminatory and allow consumers 
to freely choose and consume content of their choice.   

To enable this virtuous circle of consumption, innovation and growth, governments in Asia 
need to ensure favourable market conditions and foster an open internet environment that 
is non-discriminatory, accessible and affordable. 

How the Open Internet Can Drive Asia’s Digital Growth

In many Asian economies, the rising demand for connectivity has not been accompanied by 
the deployment of sufficient broadband infrastructure capable of handling the upsurge in 
bandwidth. The challenge to provide faster and more robust connectivity for an increasing 
number of internet users has not been met by regulators and operators, who still attempt to 
manage the growth in demand using linear models, as opposed to planning for exponential 
growth in data usage. 

Economies where broadband infrastructure deployment is able to keep pace with user 
demand tend to have more competitive and open telecommunications markets with better 
and more affordable access and increased adoption. Myanmar, for instance, opened up 
its telecommunications sector in 2013 to allow new foreign entrants to compete with local 
companies, and since then, mobile prices have fallen almost 200 percent with adoption rates 
rising from seven percent in 2012 to 90 percent in 2016. During the same period, the number 
of internet users grew from two million to 39 million, primarily accessing the internet 
through mobile phones.
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EDGE PROVIDERS 
PROVIDE A VARIETY OF 
INNOVATIVE CONTENT 
FOR CONSUMERS

However, even with competitive markets, less populated and less affluent remote and rural 
parts of Asia tend to remain underserved by providers, who are wary of not being able to 
realise a return on their investments. In such areas, policymakers can employ the use of 
universal service access funds to subsidise network rollouts. Thailand’s government, for 
example, has announced that it will use the proceeds from spectrum auctions to fund a 
national broadband network for 70,000 villages. Similarly, the Malaysian government has 
implemented over 6,000 universal service provision projects for underserved areas and 
groups throughout the country.

Non-Discriminatory Access

An important principle of the open internet is non-discriminatory access. Zero-rating 
schemes, which offer subsidised data on certain applications or websites, are a good case 
in point. As zero-rated content and access are gaining popularity in Asia, policymakers 
need to ensure that such schemes are offered on a non-discriminatory basis. This provides 
a safeguard for the long-term benefits of competition and innovation from the perceived 
short-term benefits of discriminatory plans, such as higher adoption and usage.   

In practice, a non-discriminatory zero-rating scheme might offer free data usage at certain 
hours or be open to all content providers within the same class. Non-discrimination ensures 
that all forms of content and services remain competitive and consumers are able to choose 
their providers. New or smaller edge providers are also able to compete based on the 
content and services they offer, rather than being left behind as they are unable to afford 
subsidised access channels.  

Tools and Approaches for Good Network Management

Policymakers should enable and encourage the use of network management tools by ISPs 
and content providers to ensure a quality user experience. According to TeleGeography, the 
proportion of internet traffic in Asia originating from international sources has already been 
steadily declining throughout the last decade, in strong part due to network management 
techniques, such as local caching and neutral Internet Exchange Points (IXPs) in Asia. 
Caching has become the prevalent method for data delivery among large edge providers and 
ISPs. Through Content Delivery Networks (CDNs), traffic is localised as close as possible to 
end users, shortening the network and geographical distances that data bits have to travel. 
This benefits consumers, ISPs and internet users in general. It makes the internet more 
efficient and scalable to support requests for content.

Cached data can be distributed during low bandwidth periods and stored in CDNs. Small 
content companies can utilise regionally based CDNs to take advantage of the reduced 
latency and lower transit costs they offer. Open and settlement-free interconnections 
between ISPs and CDNs allow all content providers to compete on a more level playing field. 
An example is Netflix’s Open Connect programme, which involves direct peering between 
Netflix and hundreds of large and small ISPs on settlement-free terms. By caching and 
pre-positioning content during off-peak hours, the ISPs minimise use of expensive transit 
bandwidth, as up to 95 percent of traffic can be served from the Open Connect appliances.

Carrier-neutral IXPs with open access are also useful tools in managing the rising demand 
for data. In Mongolia, local latency was reduced to less than 10 milliseconds per transaction 
from a minimum of 1,300 milliseconds with the establishment of the independent Mongolian 
IXP. Similarly, domestic bandwidth facilitated by the Nepal IX rose by 28 percent, and by 
2013 its members were saving up to $100,000 monthly. 

By allowing for and encouraging innovation, the internet has revolutionised society, 
introduced new forms of communication and created more content and services that 
ultimately will benefit and drive growth in Asia. For this to happen, policymakers must 
continue to support the fundamental principles of the open internet by establishing the 
necessary regulatory frameworks that promote competition, non-discriminatory access, net 
neutrality principles, and accessible and affordable connectivity. These are key to enabling 
the virtuous circle by ensuring that consumers can access and consume content of their 
choice. The resulting demand for broadband access will drive investment into network 
infrastructure, which opens the door for further innovation and the growth of the digital 
economy. 
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(Further information and details on these findings and recommendations on fostering an 
open internet in Asia are available in the new white paper by boutique technology research 
and consultancy firm TRPC titled “Connectivity, Innovation and Growth: Fostering an Open 
Internet in Asia.” For the full report, please visit http://trpc.biz/connectivity-innovation-and-
growth/)
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05. “They Say It’s Friendship. 
We Say It’s Unwaged Work”1  
Vulnerability, Dependency, and 
Profitability in a Digital Universe 

The vulnerability of information and technology infrastructures is becoming more 
visible and alarming by the day. In the past few months alone, two separate malware 
outbreaks–WannaCry and Petya–have affected hundreds of thousands of people 

and organisations around the world. WannaCry crippled over 230,000 computers across 
150 countries, with the UK’s National Health Service, Spain’s phone giant Telefónica and 
Germany’s state railways among those hardest hit. Thousands of machines running on 
Windows, including ATMs, ticketing machines, hospitals and numerous industrial control 
systems across the globe were also compromised. First reported in Ukraine, Petya affected 
government services, banks and power utilities, along with Kiev’s airport and Metro system. 
The radiation monitoring system at Chernobyl, too, was taken offline for fear of an attack. 
Petya also affected operations at India’s largest container port JNPT, in Mumbai; data put out 
by Symantec suggests that India was the worst affected country in Asia.2  

Researchers initially blamed the shutdown on ransom-ware, which seeks to make money by 
holding data hostage unless the victim pays a hefty ransom fee. But soon after, a more bleak 
conclusion emerged: that the malware was a “wiper” with the objective of permanently 
destroying data. The aim, in other words, was to create chaos. Earlier this year, data of 17 
million Zomato users was stolen in India and supposedly re-sold on the dark web. An IBM-
Ponemon Institute 2017 study notes that the average cost of data breach in India has grown 
from INR 9.73 crore in 2016 to INR 11 crore in 2017.3 In addition to this, a report by The Centre 
for Internet and Society, New Delhi notes that the Aadhaar4 numbers of over 13 crore people 
and bank account details of about 10 crore have been leaked through government portals in 
India because of poor security practices.5

At the same time, human dependency on these very systems is increasing. At an individual 
level, Fitbit and other such devices tell users if they are walking enough, eating too much 
or sleeping soundly. Many people would be lost without Google Maps, even in cities they 
call home. As technology becomes more invisible and omnipresent, and interactions more 
seamless—think Alexa or Siri6 —the dependency will only increase. At a social level, people 
already increasingly rely on social media platforms to make friends, find jobs, decide where 
to go on holiday and even make electoral choices.7 For many, social media is the primary 
portal to the internet. In rural India, for example, Facebook is typically the platform through 
which most users access the internet.8 With the Internet of Things, 26 billion devices will 
be connected around the globe—smart appliances will communicate with each other and 
pre-emptively respond to user preferences, and public utilities will be integrated and made 
responsive to population movement and consumption patterns. The dependency is so 
great that some studies have noted the rise of “digital amnesia”—people are beginning to 
use their computer devices as extensions of their brains and, in the process, are ready to 
forget important information in the belief that it can be immediately retrieved from a digital 
device.9 Such dependency amid such vulnerability seems unwise. Yet, in India, as in some 
other parts of the world, this dependency is  being mandated and enforced by the state: 
from demonetisation and the push to digital finance, to the Aadhaar number and India 
stack.10

Indeed, data is the new oil. A staggering 90 percent of the world’s data has been created in 
the past four years. When the dot-com bubble burst in the late 1990—early 2000s, Silicon 

Urvashi Aneja



30 | Digital Debates 2017

Valley desperately needed a new business model. Then, in 2001, the World Trade Centre 
was attacked in New York, convincing the US government that its traditional methods of 
intelligence gathering were no longer working. Julia Angwin, in her book Dragnet Nation: A 
Quest for Privacy, Security, and Freedom in a World of Relentless Surveillance, convincingly 
argues that the coincidence of these two events created a common interest between 
government and technology companies to track internet behaviour. Both the US government 
and Silicon Valley technology companies “arrived at the same answer to their disparate 
problems: collecting and analysing vast quantities of personal data,” writes Angwin. This 
confluence of interest, she argues, led to the birth of the “surveillance economy.”11 “Cookies” 
became central to this new model, as they wacked web users across sites and collected data 
on individuals. 

Growing amounts of data and technological advances have now ushered in an era of ‘Big 
Data’, allowing advertisers to not only provide curated product suggestions, but also predict 
present and future preferences and capacities.  Most websites now have a tracker inside: 
at any given time, unless a user’s browser is protected by a robust anti-tracking extension, 
the personal computer is making between 50  —100 connections—if not more, and without 
consent or prior knowledge—to other websites that track, store and share data.12 Consent 
in fact is rendered almost irrelevant: it is almost impossible to obtain consent from an 
individual when data that is collected can be used for multiple purposes by multiple bodies. 
It is further rendered meaningless with the Internet of Things: billions of devices will be 
connected and sharing data, but the data may not always be encrypted, making it easily 
vulnerable to third-party usage. 

As people create their digital selves—making profiles, listing habits and preferences—
choosing to ‘like’ and ‘re-tweet’ certain items – they allow business to extract value from 
their preferences, personality, lifestyle, relationships, and ambitions. Social media presence 
has itself been commoditised by companies that measure influence on social networks and 
give chosen users ‘perks’, or free products from various brands, ostensibly piggybacking 
on the users’ ‘reach’.13 Facebook is unsurprisingly a prime staging ground and profiteer in 
the surveillance economy. A recent speaker at the Aspen Ideas Festival shared a story that 
highlights how the surveillance economy exploits our deepest vulnerabilities. Concerned she 
might have a drinking problem, she searched on Google for symptoms of alcoholism; a few 
hours later, she received an advertisement on Facebook for her local liquor store.14

Technology companies also adjust pricing and product promotions on the basis of past 
buying history and known traits. Amazon, for example, differentially prices goods depending 
on pin-code and expected income level.15 Last September, Google received a patent on 
technology that lets a company dynamically price electronic content. For instance, it can 
push the base price of an e-book up if it determines that a shopper is more likely to buy that 
particular item than an average user; conversely, it can adjust the price down as an incentive 
if the user is judged less likely to purchase.16 

The current business model for many websites thus offers ‘free’ content in exchange for 
personal data. But, in the process of volunteering data for free, users have become the 
labourers of the digital economy.  Writing about immaterial labour in the mid-1990s, 
Maurizio Lazzarato warned that capital’s grip would only grow tighter as it sought “to involve 
even the worker’s personality and subjectivity within the production of value.”17 In 2012, 
Facebook reached more than 1 billion users and generated revenue of US$5.1 billion. It is 
the first social media website to be traded on the stock exchange wherein all content on its 
site is created by its users. Might what users do on Facebook be called a form of work?  A 
recent and very popular campaign, titled wagesforfacebook.com is worth quoting at length: 
“They say it’s friendship. We say it’s unwaged work. With every like, chat, tag or poke, our 
subjectivity turns them a profit. They call it sharing. We call it stealing.”18 The point is not to 
demand actual wages from Facebook, but to initiate a way of thinking, a political posturing, 
that recognises how its users have become the subjects of their own commodification.

Despite the fact that less than 40 percent of India’s population is online, the sheer size of the 
Indian population means that India has one of the highest numbers of internet users. Most 
of the data generated, however, is held in servers outside Indian borders. The top five data 
storage facilities are in the US,19 and more than half of the world’s rentable cloud storage is 
controlled by four major corporations—Amazon, Microsoft, IBM and Google—each of which 
adopts a similar global pattern of server farms.20 India is thus one of the largest exporters 
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of data worldwide. With rural India being ushered into the digital economy via social-
media platforms, on shared devices and often without knowledge of, or access to, privacy 
software, this trend is poised to continue. To make matters worse, India does not have a 
data protection regime, which means the interactions with social media apps are governed 
only by a contract, i.e the dense and often overlooked Terms of Service. And again, the state 
seems to be interested in institutionalising the commodification of personal data. Already, 
organisations in India are looking to build new businesses on the capabilities of Aadhaar 
and India Stack. The Economist reports that venture-capital firms are funding hackathons to 
encourage software developers to come up with new ways to use the technology.21

So, as TV news channels report on the “most-watched videos online,” and “hashtags” are 
the new symbols of protests across the world, the online and offline worlds are getting 
increasingly enmeshed. Governments are furthering this enmeshment as they digitise 
governance services and make “citizenry” conditional on digital enrolment. But this system 
is deeply fragile and vulnerable to external shock and disruption, and this is without 
even bringing in the geopolitics of cyber security. And the real rot lies within: people are 
dependent on a system in which they are themselves the labour, in which their subjectivities 
and relationships are being commoditised and sold back to them. 

Where is this headed? Probably a tiered internet, where the rich can afford secure internet, 
accessed through VPN networks and patched with the latest browser extensions to keep 
hackers, trackers and advertisers at bay. This is already happening, of course, with most 
major newspapers now offering either a monthly subscription option or a free-service with 
advertisements; the paid-for content is typically of much better quality as well. The rich will 
also insulate themselves from day-to-day digital dependencies; many in Silicon Valley send 
their children to tech-free schools and digital detox programmes are booming across wealthy 
cities around the world.22 Netropolitan, the “Facebook for the rich,” has a US$9,000-joining 
fee, promises no advertising, along with cloud storage and other benefits.23 The masses, 
on the other hand, will be unable to afford their freedom or privacy and will continue to 
perform digital labour, accessing the internet through insecure free servers. Without the 
knowledge or financial means to safeguard their data, they will mine their own preferences, 
so that products can be continued to be sold back to them. At least click-workers—that other 
set of invisible and exploited labourers supporting the internet—get paid for their work, 
albeit often less than a decent wage.24

Headed down this road, the internet will soon become the staging ground for a new kind 
of class war.  Unless, of course, societies choose the more sensible route of recasting the 
internet as a critical public utility, revisiting government initiatives that parcel citizenship 
and economic participation into a digital bundle, implementing stringent data protection 
laws, investing in robust security infrastructure as a prerequisite not an afterthought and, 
finally, on a broader level, recognising technological trajectories as social choices that should 
not be left to market forces alone, even if in the name of innovation.  
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06. Between a Rock and a Hard 
Place: Tempering National 
and International Tensions in 
Cyberspace

“To contrast national solidarity and international cooperation as two opposites seems 
foolish to me.”
—Gustav Stresemann

Headline-grabbing cyber attacks punctuate the global debate on security in cyberspace. 
In response to the growing calls to address this threat, a number of initiatives have 
been taken up across the globe. Several strands embody this effort to develop 

voluntary norms for responsible state behaviour in cyberspace, to create communication 
channels through confidence-building measures, and to bolster resilience through capacity 
building. Underpinning this web of activity is the notion that greater cooperation is critical 
for everything from information sharing to fighting crime and developing capacity. However, 
given recent cyber attacks, coupled with the resurgence of Westphalian politics and anti-
globalisation sentiments, this assumption favouring cooperation seems increasingly under 
threat. Are states less willing to cooperate based on a calculus that using cyber attacks 
brings more advantages than restraint and cooperation? Which current tracks are the most 
compelling to prevent a slide to permanent cyber (in)-security? This article will explore 
these questions with a view to providing perspective on the tension between national and 
international aspects; between rivalry and interdependence in cyberspace.

A Weak Case for Restraint and Cooperation?

There are myriad international efforts designed to foster stability in cyberspace. However, 
recent examples of cyber incidents in various parts of the world cast doubt on the 
effectiveness of these activities to encourage restraint. Take the cyber attacks on critical 
energy infrastructure in Ukraine as an example. In July 2015, a report by the United Nations 
Group of Governmental Experts (UN GGE) proposed a voluntary norm against targeting 
critical infrastructure. Less than six months later, in December 2015, a cyber attack left 
over 200,000 people without electricity in Ukraine for several hours. Another incident was 
reported in December 2016 following a power outage in Kiev. These incidents highlight 
the difficulty in the interpretation and enforcement of norms or other activities designed 
to restrain behaviour. Democratic institutions are also increasingly becoming targets, as 
demonstrated by the unprecedented hack on political institutions, notably the Democratic 
National Committee of the United States in the run-up to the presidential elections in 2016. 
While some states have advocated for a norm that prohibits the intervention of states in 
the internal affairs of other sovereign states, it could be argued that the precise opposite 
is happening in practice. Last, but certainly not the least, the recent global cyber incidents 
have also been noteworthy in scale and scope. The WannaCry incident in May 2017 saw more 
than 200,000 victims in 150 countries: from hospitals and schools to telecommunications 
firms, and a host of public and private entities. This was followed by NotPetya in June, which 
had a significant impact in Ukraine, but with effects reported in multiple countries across 
several sectors. Against the backdrop of these developments, it would appear that restraint 
is far from being the operative term for some actors in cyberspace.

Cyber tools facilitate the conduct of time-old activities such as sabotage and espionage.1 
Instead of breaking into a building to steal sensitive documents, one could potentially  
achieve the same objective sitting safely behind a computer screen. States can also benefit 
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from the activities of non-state actors. For example, a New York Times report outlined the 
case of Evgeniy Bogachev, the Federal Bureau of Investigation’s most wanted cyber criminal. 
At one time, Bogachev illegally controlled between 500,000 to 1 million compromised 
computers (a botnet) through a malicious software called GameOver ZeuS. While initially 
used to conduct financial theft, according to one analysis, “computers under Mr. Bogachev’s 
control started receiving requests for information – not about banking transactions, but for 
files relating to various geopolitical developments pulled from the headlines.”2 In essence, 
GameOver “wasn’t merely a sophisticated piece of criminal malware; it was a sophisticated 
intelligence-gathering tool.”3 This potential case of ‘piggybacking’ demonstrates how states 
may stand to benefit from harnessing the efforts of non-state actors, which are used as 
force enablers. Why exercise restraint or cooperate to put cyber criminals in jail when such 
activities can help to advance strategic objectives?

The manipulation of the global payment messaging system, Society for Worldwide Interbank 
Financial Telecommunication (SWIFT), which resulted in the theft of USD 81 million from 
Bangladesh’s central bank in 2016, provides another prescient case. The story continues 
to evolve with a potential link to North Korea now under scrutiny. However, when asked 
whether he believed that “nation states are now robbing banks,” one former senior US 
official went as far to respond “I do.”4 Additionally, the means by which criminal activities 
in cyberspace can be prosecuted are complicated at best and limited at worst. It can take 
months for requests under mutual legal assistance treaties to be processed, and that is if 
states are willing and able to comply with such a request. This may serve as a disincentive 
for states against making a concerted effort to prosecute such cases. 

Considering the above examples, the benefits for states to use cyber tools and shelter non-
state elements, including cyber criminals, seem apparent. To date, state practice has been 
limited when it comes to setting out declaratory policies, drawing red lines, and enforcing 
these with consequences for behaviour that is deemed unacceptable. The challenge is how 
to deter those activities that fall below the threshold of armed conflict. It could be argued 
that there is a calculus that some states and criminal elements can get away with certain 
activities in cyberspace. This hinders efforts to combat nefarious activities from which some 
states may perceive a benefit. In other words, “absent meaningful consequences, states 
and non-state actors may simply lose their fear of getting caught, as a lax de-facto norm of 
negligible consequences emerges.”5 There is also the problem that some actors might not 
care if they are caught. They simply accept this risk as the benefits of the activity outweigh 
it. However, without clear signaling bolstered by state practice on the issue, the incentives 
for restraint and cooperation may be less compelling. 

Turning The Tides and Investing in Incentives

The tides may be turning. In recent years, states have signaled more openly the types 
of activity they consider unacceptable. Notable examples include a litany of diplomatic 
responses, sanctions and criminal indictments brought forward by the US for incidents such 
as the theft of intellectual property attributed to hackers from the People’s Liberation Army 
in China (2014), Russia’s alleged meddling in the US election through cyber attacks on the 
Democratic National Committee (2016), and the indictment of four individuals, including two 
Russian security officials, related to the 2014 breach of 500 million Yahoo! accounts (2017).6 
Public reports unveiling cyber attacks on democratic institutions such as the Bundestag in 
Germany, political parties in France, or government systems more broadly in a handful of 
other European countries also reinforce this trend.7

There is debate on the motivations behind and the effectiveness of such public actions for 
deterring similar activities in the future. However, a case can be made that the discussion 
now, at a minimum, includes a precedent of the consequences for pursuing certain activities 
in cyberspace that are deemed unacceptable. The Yahoo! case, in particular, aptly highlights 
how cooperation between states and non-state actors can go both ways: the alleged culprits 
(criminal hackers with potential links to security services) as well as the responders (private 
sector in cooperation with government).

Attribution—whether public or private—can be a useful tool to incentivise restraint because 
states are able to better ascertain where attacks originate from, and publicly and privately 
warn about the potential consequences of certain behaviour. State practice is developed in 
part through attribution. Attribution is ultimately a political decision, and a complex one, 
which involves blending both technical and contextual factors. There are strategic
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considerations in deciding whether or not to make attribution public, such as not wishing to 
disclose potentially sensitive intelligence gathering methods and sources. While weighing 
these important factors, it can nonetheless be argued that attribution can help to inform 
state practice, which in turn facilitates the formulation of rules of the road for behaviour in 
cyberspace.

What further incentives might encourage restraint and cooperation? In the end, states 
need to understand that “…it is simply not possible to have both a strategically exploitable 
cyberspace, full of vulnerabilities, and a secure and resilient cyberspace.”8 In political 
terms, the case of the 2015 US—China agreement offers pertinent insight into potential 
incentives. In this instance, both sides agreed that “neither country’s government will 
conduct or knowingly support cyber-enabled theft of intellectual property…”9 While the real 
intentions are difficult to decipher, one potential hypothesis revolves around two types of 
pressure that may have been exerted. These include “the threat of U.S. sanctions” and the 
potential realisation by China that their “activities in cyberspace were creating unacceptably 
high levels of risk for the U.S.-China relationship” as a whole.10 This is but one proposition: 
however, the ramifications of targeted sanctions or the deterioration of a broader strategic 
relationship cannot be discounted. It is also a question of understanding thresholds of 
tolerance when provocations are frequent.

If there is any cause for motivation, it is the prospect of something to lose. If behaviour goes 
unrestrained, like in the case of the manipulation of SWIFT, interdependency becomes a 
liability, not an asset. According to one report, the “annual costs of global cyber crime could 
surpass the value of the internet’s benefits by 2030.”11 Improving the way states cooperate 
across borders to combat malicious activity is a shared priority. One example is Operation 
Avalanche. This operation was unprecedented in scale, bringing together prosecutors and 
investigators from 30 countries to take down in 2016 one of the largest botnet platforms. 
After more than four years of investigation, five individuals were arrested, and the victims 
of malware infections spanned over 180 countries.12 This underscores the complexity of 
conducting global operations with multiple stakeholders, both public and private. It also 
underlines the need to further streamline the processes that frame this cross-border 
cooperation. Although related specifically to cyber crime and law enforcement aspects, the 
modalities of cooperation demonstrated in this example could provide further impetus for 
collaboration in other cases of international cyber incidents.

Finally, recent global cyber incidents are also illustrative of this interdependence as well 
as the need for multistakeholder cooperation given the multitude of victims. This raises 
interesting questions regarding the role of governments considering the privately owned and 
operated nature of most critical infrastructure. If a cyber incident on critical infrastructure 
threatens economic prosperity or national security, what is the role of the state: to assist 
when requested? The lack of restraint witnessed in the conduct of recent malicious cyber 
activity should spur even greater cooperation to curb the benefits of such activity. In the 
end, it is imperative to alter the calculus by placing a focus on the incentives and benefits for 
restraint and cooperation in cyberspace. After all, everyone stands to lose eventually when 
instability reigns. 

Which Tracks Hold the Most Promise?

How can the benefit/risk calculus be altered to lower the benefits while increasing the 
perceived risks of malicious cyber activity for the adversary? What can be done to increase 
the benefits and lower the risks of interdependence? To help restrain behaviour and 
encourage cooperation in cyberspace, more state practice is needed in terms of calling 
out unacceptable behaviour and imposing costs, including targeted sanctions or related 
consequences. There is also a need for a frank discussion and improved understanding of 
the grey areas that fall below the threshold of armed conflict in cyberspace: for example, 
activities related to sabotage and espionage. As has been demonstrated, this is a profound 
source of instability. Sabotage and espionage can be rapidly misunderstood and cause 
further escalation. In effect, “[a] cyber attack that causes a minor power outage could be a 
warning shot, a failed attempt at a major strategic network breach, or an inadvertent result 
of reconnaissance.”13 The Tallinn Manual 2.0 on the International Law Applicable to Cyber 
Operations, published in 2017, is a useful tool to help facilitate the discussion on clarifying 
the grey areas that fall below the threshold of armed conflict. The European Union’s (EU) 
recent decision to develop a “Cyber Diplomacy Toolbox” should also be noted as an effort to 
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clarify and signal the likely consequences of a joint EU diplomatic response to malicious
cyber activities and, therefore, “…influence the behaviour of potential aggressors in the long 
term.”14

It may be too soon to tell whether recent cases of public attribution, with corresponding 
sanctions and indictments, are effective in deterring future attacks. However, it is 
increasingly understood that some form of pushback to give credibility to emerging norms 
is necessary. Moving forward, three particular aspects to help encourage restraint and 
cooperation stand out: further promoting voluntary norms of responsible state behaviour 
in cyberspace, notably when it comes to critical infrastructure; bolstering networks such 
as the Group of Twenty (G20) and Group of Seven (G7) in dealing with cyber risks to the 
global financial system; and further building up regional initiatives on confidence-building 
measures for cyberspace.

As mentioned at the outset of this paper, there are many efforts underway to enhance 
stability. More specifically, the development and promotion of voluntary norms, notably 
those that would limit attacks on critical infrastructure, found common ground in the 2015 
UN GGE report. Reports of cyber activity against critical infrastructure in a number of 
countries, including nuclear power stations in the US and other energy sectors in the United 
Kingdom and Ireland, are of obvious concern.15 This appears to run counter to the spirit of 
previous discussions in fora such as the UN GGE. The manipulation of the SWIFT network 
demonstrated the potential to undermine confidence in the global financial system. Given 
the volatility and prolonged recovery of global markets since the 2008 financial crisis, 
a major shock to the financial system exacerbated by cyber attacks has to be avoided. 
Moreover, the potential of malicious cyber attacks to inflict widespread disruption, damage 
and loss around the world should incentivise cooperation between sectors, public and 
private entities, and states, particularly when it comes to defining and upholding norms 
related to protecting critical infrastructure. The question remains how to incentivise 
compliance with norms given their voluntary nature. States may define critical infrastructure 
in different ways. While consensus could unfortunately not be reached on a new UN GGE 
report in 2017, work should continue to further clarify those norms first proposed in 2015. 
Be it through multilateral channels, global commissions, bilateral arrangements or coalitions 
of likeminded countries, setting out clear benchmarks for state behaviour and addressing 
behaviour that is viewed to the contrary is critical to forging greater predictability.

Linked to this development and promotion of norms, networks such as the G20 could be 
well placed to treat cyber risks to the global financial system, given the common interest to 
ensure the way money is made and moved across the globe remains secure. Traditionally, 
the true cost of cyber (in)-security has been difficult to quantify, with broader security 
aspects featured more prominently in the debate. However, the lens needs to be refocused 
on the economic aspects of cyber (in)-security in the context of international relations. To 
this end, there has been some mainstreaming of economic aspects into the development 
of global norms. For example, following the 2015 agreement between then US President 
Barack Obama and Chinese President Xi Jinping, a similar text tackling cyber-enabled theft 
of intellectual property was introduced as part of the G20 communiqu� later that year. This 
illustrates the potential for best practice at the state level to be captured and reinforced in 
the multilateral context of the G20 and other international networks. At their meeting in 
March 2017, G20 finance leaders pledged to “promote the resilience of financial services and 
institutions in G20 jurisdictions against the malicious use of ICT, including from countries 
outside the G20.”16 Key to this effort is also enhancing cross-border cooperation. Although 
more limited in membership, the G7 also provides a vehicle for building consensus. The 
G7 “Declaration on Responsible States Behaviour in Cyberspace,” adopted in April 2017, 
reaffirms the applicability of international law to cyberspace, and reiterates those voluntary 
norms developed in both UN GGE and G20 contexts. More specifically, the G7 has also set out 
guidelines in 2016 for cyber security in the financial sector against the background of the 
SWIFT incident. Such guidelines could be widened to encompass more states, and thus raise 
the bar when it comes to mitigating cyber risks to the global financial system.

Finally, regional efforts can be a good place to build stability due often to shared histories 
and cultural affinities. Earlier this year, for the first time a joint conference was organised by 
the Organization for Security and Co-operation in Europe (OSCE) and the Republic of Korea. 
This is a pertinent example of how different regions and organisations can share experiences 
and improve understanding of cyber security issues. More of these inter-regional activities 
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should take place. For instance, inter-regional cooperation on confidence-building measures 
could be expanded to include activities of the Organization of American States (OAS). Later 
this year, India will host the 2017 Global Conference on Cyberspace. This will provide a 
welcome perspective from Asia, including from many emerging economies. As of December 
2015, 4 billion individuals were not connected to the internet.17 Enhancing stability is, 
therefore, even more important against a broader backdrop of on-going concerns about 
equality of access and capacity.

Tempering Tensions Through Interdependence

Despite the dense web of interdependence that characterises cyberspace, motivation 
for restraint and cooperation should not be taken for granted. Recognising this fact and 
examining closely how these elements can be incentivised is a useful starting point. Further 
compounding the issue is that while “[i]nternational cooperation on cyber issues has become 
an essential part of wider global economic and security debates[,] [i]t is a rapidly evolving 
area of policy, without a single agreed international vision.”18 The benefits of maintaining 
cyberspace as a free and open space need to be better articulated as states continue to craft 
their national and international policy positions. The question becomes how to demonstrate 
that states stand more to benefit from interdependence than rivalry. The calculus must 
be tipped towards restraint and cooperation, by clarifying grey areas, signaling red lines, 
and enforcing consequences, including through attribution, targeted sanctions, and 
the increasing indictment and successful prosecution of those responsible, for instance 
through extradition agreements. Further elaborating norms, empowering network and 
cultivating inter-regional ties should also be priorities. In the absence of formal enforcement 
mechanisms, clarifying standards for behaviour and reinforcing them collectively become all 
the more important. 

More broadly, further examination of the power dynamics at play in the international 
system is also warranted. This is particularly relevant against the growing prevalence of 
state-centric political narratives in international discourse. It also underscores the “tension 
between the nature of the internet, as a global, unified network and national, sovereign 
approaches to the governance of privacy, freedom of speech, protection from hate speech 
and personal data protection.”19 As a counterbalance to this tension, the multistakeholder 
approach that has been cultivated to address the distributed nature of the internet and 
cyberspace more generally offers particular benefits. Applying strict Westphalian notions to 
this space will not yield greater stability, rather, it will only reinforce walls that hinder this 
free and open space. New treaty instruments to regulate this space also remain unfeasible. 
Instead, the focus should be placed on strengthening the normative toolbox. More than ever, 
at a time when the international stage is increasingly crowded by a constellation of actors—
state and non-state—“[m]aintaining networks, working with other countries and international 
institutions, and helping establish norms to deal with new transnational issues are crucial.”20 
The openness in societies that has built and enabled states to foster these relationships must 
be upheld.

While all politics might be local, the implications of cyber attacks are progressively global. 
The scale and consequences of the issue necessitate perspective beyond national borders. 
The benefits unleashed through cyberspace—unprecedented growth, connectivity, and 
innovation—have the potential to be undermined from the top (by states) and from below 
(by criminal elements). This leaves the international community at a turning point before the 
advantages of this dynamic space are lost. The year 2017 marks an important opportunity 
to underwrite cooperation by further developing the agenda outlined above. Ultimately, it is 
interdependence in cyberspace that is key to tempering the tensions increasingly coded into 
the digital age.
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07. The Hybridisation of Cyber 
Security Governance: The 
Emergence of Global Cyber 
Security Assemblages

Blurred Lines in Cyber Security Governance

In many countries, cyber crime, cyber attacks, espionage, and cyber warfare are topping 
the lists of official government threat assessments, even though the empirical evidence 
underlying these assessments is often sketchy. Governments are actively raising public 

awareness of cyber vulnerabilities at all levels of cyber security but, at the same time, do 
not necessarily want to shoulder the burden of protecting citizens and companies in cyber 
space; nor are they capable of doing so. While capacity in law enforcement, intelligence and 
security agencies and the military is growing, it is dwarfed by the threats that governments 
insist are endemic and rising. Both citizens and corporations are, to a large extent, expected 
to take responsibility for their own online security. The mismatch between government 
threat assessment—indicating a high-risk environment—and limited government capacity and 
political will to protect companies and citizens online is transforming the government’s role 
as provider and guarantor of (national) security. 

Moreover, many scholars have noted that the internet blurs classical distinctions deemed 
crucial to International Relations and security studies: those “between individual and 
collective security, between public authorities and private institutions, and between 
economic and political-military security.”1 This echoes ongoing academic debates about 
the privatisation of security.2 In the cyber domain, the privatisation of security also has 
a dimension of (in)formality. Privatisation can take either a formal route—through the 
(regulated) security market—or a more informal route, through the support or ‘benign 
neglect’ of digital vigilante forces, which is sometimes a proxy for state involvement. 
Abrahamsen and Williams maintain that security privatisations are part of a profound 
transformation of the state and its security functions, which goes beyond the dominant 
frame of stronger and weaker states.3 They use the concept of global security assemblages 
to analyse the reconfiguration of the state and the re-articulation of traditional distinctions 
between the public and private, and the local and the global. The security challenges in 
cyberspace and the quest for the means and methods to address them are well suited for 
this frame of analysis, given the extreme interdependence between the local and the global 
on the internet, the interdependence between private industry and government authority, 
and the interplay between high (perceived) threat levels and a limited state capacity to 
investigate, attribute, counter and prosecute cyber crime and cyber attacks. 

The Emergence of Global Cyber Security Assemblages

For governments, the “symbolic claim of providing the public good of security is a source of 
tremendous power.” This symbolic claim may be undercut if the state fails to deliver security 
and/or if private parties deliver security in the absence of adequate public protection.4 
Striking the right balance between providing public protection and leaving matters to 
security markets is therefore politically important: a widening gap between rising levels 
of threat, on the one hand, and limited government protection against cyber crime and 
cyber attacks, on the other, carries a risk of eroding the legitimacy of the state’s provision 
of security. In its ideal form this essential state role relates to both the internal Weberian 
monopoly on the use of force, which outlaws the use of force by parties other than the 
state,5 as well as for the external monopoly on force which is tied to the Westphalian model 
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of sovereignty based on the principle of non-intervention between equal sovereign states. 
Externally, international security and, ultimately, warfare are considered to be a state 
matter, to the formal exclusion of private parties and non-state actors.6 Obviously, both 
internal and external sovereignty are to some extent—always have been—more theoretical 
ideal types than reality, but they still inform important notions about the internal and 
external legitimacy of the state and its relations with its citizens and with other states. 
 
Much of the debate around the privatisation of security has been framed as a weakening 
or strengthening of the state, almost a zero-sum game, leaving the nature of the state as 
“a basic unit or category of analysis unchanged and ontologically intact.”7 Abrahamsen 
and Williams, however, maintain that security privatisations are part of a profound 
transformation of the state and its security functions, which goes beyond the dominant 
frame of stronger and weaker states. They use the concept of global security assemblages as 
analytical framework, which they define as: “Complex’ structures where a range of different 
global and local, public and private security agents and normativities interact, cooperate 
and compete to produce new institutions, practices and forms of security governance.”8  Two 
aspects of the formation of security assemblages are important in the cyber domain: (1) 
privatisation, and the question of whether public and private roles can still be demarcated 
or merge into new hybrids; and (2) informalisation, and the question of whether security 
solutions operate within legal bounds. Both have implications for the legitimacy of emerging 
cyber security assemblages.  
 
Global security assemblages reconfigure relations between public and private actors in 
terms of the governance mix between the two in the provision of security. Rather than using 
a lens that sees the state losing power vis à vis private actors, the question becomes one of 
how states may exercise power through its relations with multiple private actors. Indeed, 
the state has become much more a ‘central node in a network of power’9 than the overall 
provider of security. Moreover, the combination of security as a public good and the inherent 
dependency on private organisations in the cyber domain ensures that the governance 
mix in the assemblage will consist of cooperative, hierarchical and contractual relations. 
Sometimes public and private actors will cooperate only on shared interests. At other 
times, private actors will be obliged by law or policy to act in the interest of public cyber 
security and still at others, private parties will be under government contract to perform 
certain tasks. In both the hierarchical and the contractual relations, the interest and the 
risk assessments between the principal (the state) and the agents (various private parties) 
may differ, leading to various possible agency problems. If the principal cannot effectively 
monitor the agent’s behaviour, this may lead to adverse selection (selecting an incompetent 
agent) or a moral hazard problem (selecting an agent that will not put in the required 
effort).10 Global cyber security assemblages will effectively be a patchwork of hierarchical 
and contractual relations aiming to provide effective and legitimate cyber security solutions, 
but will also entail considerable vulnerability for the state on both effectiveness and political 
legitimacy.   
 
The state’s ultimate and symbolic responsibility for security as a public good makes it 
possible to legitimise effective private security solutions, and this may strengthen its 
position as the guarantor of security, albeit indirect. But it also creates an opening for 
vulnerabilities: either when private solutions sanctioned by government are not working 
out (i.e. agency problems) or when private solutions fill a gap that public opinion actually 
considers to be part of government responsibility (legitimacy problems). Given the 
predominantly private nature of the internet, public—private cyber security governance is, 
to a large extent, unavoidable. Government white papers on cyber security, especially in 
‘the west’, highlight the need for public—private cooperation, even though realities reveal 
divergent interests.11 The resulting drive towards public—private solutions at all levels of 
security—overall cyber security, critical infrastructure protection, cyber crime, cyber security 
and national security—is powered by both public actors and market forces. The relationship 
between formal and informal is another element of power constellations within global cyber 
security assemblages. The edges of these emerging global cyber security assemblages can 
blur into corporate cyber vigilantism on the internal side and the use of formal and informal 
cyber mercenaries on the external side of sovereignty. These may be part and parcel of 
emerging global cyber security assemblages in an empirical sense, but may at the same time 
be outside the legal order, raising questions of legitimacy.  
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Three Trends of in Cyber Security Governance 

Cyber security—in a broad sense—depends on the interaction between government 
agencies, (transnational) corporations and cyber security companies. Global cyber security 
assemblages will emerge from the interactions between these three sets of actors. What 
these will look like in terms of effectiveness, respective roles and legitimacy will depend on 
where they will land on three continuums that map degrees of public-private and private–
private interaction and cooperation. The classical public–private cooperation continuum runs 
from information-sharing to deputation in which private companies assume—or are forced to 
assume—responsibilities for the provision of public security. The private–private continuum 
starts with private responsibility for corporate and customer cyber security and runs via 
‘active defence’ to cyber vigilantism, either developed ‘in-house’ or contracted out. The 
public–private cooperation that underlies the provision of national security in cyberspace 
runs from outsourcing security services to contracting in cyber security consultants, 
sometimes to the degree of effectively merging into a cyber security hybrid. On the fringes 
of this last relationship emerge questions on the (in)formal use of proxies. Although 
empirical studies in this field are scarce, there are indications that all positions on these 
three continuums are filled, even though the evidence for the more extreme positions is 
anecdotal. Taken together, they sketch the emergence of a global cyber security assemblage 
that is characterised by increasing degrees of hybridisation, informalisation and secrecy. 
 
From Public–Private Cooperation to Deputation
 
Carr argues that many government cyber security strategies build on a rather rosy notion 
of “public–private partnerships” and seem to ignore the rather “fundamental disjuncture 
between the expectations of the two ‘partners’ in terms of roles, responsibility and 
authority.”12 This plays out especially when governments conflate corporate interests with 
public interests. Moreover, certain corporate actors—seen from a government perspective—
hold the keys to solving a number of cyber security problems. Especially Internet Service 
Providers (ISPs) and Online Service Providers (OSPs) on whose networks and platforms all 
internet traffic passes are crucial players when it comes to addressing security problems 
such as botnet takedowns but also more political desires such as surveillance and 
policing domestic laws such as copyright and intellectual property legislation. This moves 
cyber security assemblages from cooperation in the direction of deputation,13 in which 
governments are ‘enlisting’ third parties to enforce policy. 
 
Information sharing is at the heart of most public–private cooperation in government cyber 
security strategies and serves to circulate knowledge about relevant cyber threats and 
remedies. Governments are especially keen to gather information from companies to get 
a more accurate threat assessment. Companies, on the other hand, are often reluctant to 
share information with the government because they fear reputational damage—both with 
the general public and with their peers—and legal liability in case their cyber defences are 
found to be poor or lacking. Many governments have a special regime for the cyber security 
of critical infrastructures. Definitions and regulations vary widely per country but as a 
general rule, sectors such as energy, banking, telecom and water are designated “critical 
infrastructures” and fall under a regulatory regime that sets  specific standards for online 
security. However, even the information exchange between companies and government at 
the level of critical infrastructure protection remains unbalanced. In the US, a representative 
of the banks’ information sharing council summed it up as: “We give you all of our 
information voluntarily, and we get nothing back.”14 The government cavalry is found to be 
lacking. 
 
Botnet takedowns are a more active collaboration between law enforcement and private 
parties. Dupont identifies two public–private ‘models’ that have had some success in taking 
down botnets.15 One model is that pursued by Microsoft. Between 2010 and 2014, Microsoft 
took down at least nine botnets, either alone or in partnerships with public and private 
parties, with the legal backing of civil court orders. Some cases – such as the Citadel botnet 
takedown, created the considerable collateral damage of taking up to five million unrelated 
websites off line. According to Dupont, this highlights the fact that national courts lack 
the capacity and knowledge to supervise such technologically complex cooperations.16 The 
second model is that of the polycentric regulation of botnets in which countries have placed 
ISPs and anti-virus companies at the heart of the takedown operations, instead of the police 
or a single multinational corporation. The various national botnet programs and ISPs differ 
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Source: TRPC analysis based on statistics from Cisco VNI reports

in the “toughness” of their stance towards end users that are part of a botnet, with more 
interventionist approaches touching upon debate about online rights such as freedom of 
expression. This moves public–private cooperating in the direction of “third-party policing” 
in which law enforcement is no longer a monopolist but works to build collaborative security 
networks that involve the most suitable organisations and are coordinated by public 
institutions.”17

Deputation and content control. The legitimacy of private enforcement becomes much more 
contested when governments turn to central nodes of the internet and the World Wide Web, 
such as ISPs, and OSPs such as Google and Facebook. Many governments require these key 
private players to help enact and police government policies, such as (national) security 
policies, the policing of copyright and intellectual property protection, or policing the limits of 
free speech. Here, serious questions arise about (a) whether governments are technologically 
savvy enough to know the implications of some of the legislation they pass and (b) which tasks 
can be legitimately outsourced to the private sector. When private actors start policing the 
content that runs over their networks—as they do in various parts of the world18—the question 
of legitimacy becomes even more poignant. The risk here is that content monitoring—and, by 
extension, censorship—shifts to the anonymous layer of ISPs and other internet intermediaries, 
characterised by Zuckerman as the rise of “intermediary censorship.”19 Things are taken to 
the next level if these companies start to reject content preventively to avoid private damage 
claims and lawsuits or conflicts with governments. In that case, government has not only 
contracted out the letter of the law to private parties, but the spirit of the law as well.20   
 
From Self-Defence to (Contracted) Vigilantism
 
Companies have a responsibility to defend their networks and to organise effective cyber 
security for its operations and/or clients. Some large multinational companies are able to 
organise their cyber security in-house, but most companies depend on the market for cyber 
security. As the protection in cyberspace by governments is generally considered to be 
inadequate, private solutions dominate and seem to be developing in the direction of active 
defence against cyber intrusions and attacks. Corporate defence that crosses ill-defined legal 
thresholds may end up looking like corporate cyber vigilantism that transcends territorial 
borders and may even violate the sovereignty of other states. This challenges the traditional 
role of the state in law enforcement and international relations.  
 
The push towards active defence. One of the most vociferously debated issues in cyber security 
governance is “active defence.” The idea of active defence is still very much under debate and 
the legal demarcation of the concept determines whether certain behaviour in cyber defence 
is considered legal or illegal. “Hacking back,” which is considered to be offense, should not 
be used interchangeably with active defence, although it is precisely the notion of retaliatory 
hacking back that makes the debate so crucial. A 2016 report by the Centre for Cyber and 
Homeland Security21 plots a number of cyber operations on a continuum between passive cyber 
defence and offensive cyber operations, indicating a grey zone between defence and offense 
(See Figure 1). 
 
Figure 6: The Continuum Between Defensive and Offensive Cyber 
Operations
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A 2012 survey indicated that 36 percent of 181 surveyed companies had at least once 
engaged in retaliatory hacking. Even though figures like these are rare, there are many hints 
and indications that not all companies remain passive under attack. In the United States, 
there is a lively debate about where the line should be drawn between legal “active defence” 
and illegal offensive retaliatory operations. Think tanks, especially, are trying to move the 
debate in the direction of more leeway for companies to actively deal with cyber attacks and 
cyber crime. These reports call for greater legal clarity about what is and is not permitted, 
but most also suggest more active solutions based on different models and historic 
analogies, with some public involvement to provide legitimacy. The proposed schemes vary 
from creating a “cyber privateering regime” based on the issuing of “letters of marque and 
reprisal” that rewards, enables and empowers the private sector to defend itself in concert 
with the government22 to proposals to “not prioritise the investigation or prosecution of 
companies that push the limits of the law when defending against cyber attacks.”23 Other 
proposals envisage government licensing to create and formalise private cyber security 
companies analogous to the private security industry, into modern day Pinkerton agencies 
and/or to private investigators.24 Government would thus licence and legitimise new central 
nodes in the cyber security assemblage. The most recent report on this matter, by the 
Carnegie Endowment for International Peace draws an analogy to the Private Maritime 
Security Companies, an industry that bloomed as a result of the piracy crisis in the Gulf of 
Aden and the Indian Ocean starting in the 2000s. Here the sector itself and the insurance 
industry took the lead in providing security and building the operational framework 
for it. Governance effectively followed private practice.25 This report also suggests that 
governments may elect to deputise certain companies to engage in active cyber defence.26 
 
Outsourcing active cyber defence? Most companies, even large multinational ones, do 
not have in-house capacity for advanced cyber defence and call in the cavalry, usually a 
private cyber security firm, when they have been hacked or are under attack. Companies 
such as Crowdstrike, Mandiant, Fire-eye, RSA, Kasperksy Labs and Fox-IT are some of the 
internationally operating cyber security companies of choice that gather evidence, close 
off leaks and vulnerabilities and often provide the forensics for any further action by law 
enforcement. They also set up active defence mechanism that are aimed at preventing and/
or monitoring new attacks and intrusions. Just as in the case of in-house cyber security 
capacity, these companies often operate in the grey zone of active defence and sometimes 
push up against the boundaries of the law. It is difficult to ascertain how far these companies 
go. This author interviewed professionals working in the private cyber security sector in 
the Netherlands who indicated that they got frequent requests from their clients to “take 
down the server” that commands an attack, even when it is likely to be located abroad. 
Although the interviewees indicated that their companies would decline such a request, 
they also indicate that there are firms operating on the Dutch market that do provide such 
services, but these usually fly below the radar. Such outsourcing may create a degree of 
(legal) separation from (active) cyber defence activities for companies that make use of such 
“services.”27 
 
From Outsourcing Security to Cyber Security Hybrids 
 
The state has a long tradition of buying military and security products from private 
companies and contracting out security activities, such as mercenary services, in the past, 
and in more contemporary times, private security companies (PSCs) and private military 
companies (PMCs). In the cyber domain, state security agencies are increasingly contracting 
in private cyber security expertise instead of sourcing them out. This development builds 
on the ongoing privatisation of security tasks in combination with the fact that military 
and intelligence cyber operations require a constant interaction between the operational 
and the technical. Product and process have to a large extent become indistinguishable. 
In the cyber domain commissioning security products increasingly becomes a process 
of consulting, resulting in public–private hybrids that work behind the closed doors of 
security and intelligence agencies and the military. Consulting for intelligence and security 
agencies brings in an additional layer of legal informalisation as their activities—unlike 
those of the armed forces—are effectively unregulated by international law.28 The degree of 
informalisation deepens when states resort to sanctioning, supporting or sponsoring non-
state actors to act as their proxies in cyber conflicts.

A cyber military complex. Traditionally, the manufacturing and maintenance of weapons 
outside of a specific military action are considered to be civilian functions.29 However, in 
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the cyber domain, high-end weapons, i.e. intrusion and weaponised code, require constant 
development and fine-tuning, also during operations. An analysis by the Stockholm 
International Peace Research Institute (SIPRI) puts the services of arms industry companies 
active in the cyber security domain under four headings: “network and data protection 
software and services; testing and simulation services; training and consulting services; and 
operational support.”30 These categories move from traditional outsourcing of services that 
are considered supplementary to categories of “consulting” and “operational support” that 
suggest a more hybrid form of the provision of security. Especially, ‘operational support’ is 
interesting when thinking about the question of who is actively involved in cyber conflict in 
terms of personnel and practice, as these companies all stress that they offer ‘solutions’, 
i.e. a combination of products and services. In the cyber domain, traditional outsourcing 
will be supplemented with various forms of hybridisation by making private contractors 
and consultants part of the team. Even though the debate about the demarcation of what 
constitutes cyber conflict and warfare is still in full swing, at the level of the actors the teams 
are increasingly likely to be public–private hybrids.  
 
Between consulting and hybridisation. The distinction between actual combat and other 
military activities that could be legitimately outsourced is vague in the cyber domain. In the 
ideal situation, the private military contractor is a legitimate actor within a global security 
assemblage as long as it does not engage in the exercise of force. The idea is that their 
efforts are supplementing the military tasks of the state, although in terms of democratic 
oversight this often comes at a cost in terms of limited accountability, regulation and 
oversight.31 These consultants are often shielded by a legal secrecy that obscures their work 
from public scrutiny. In the off-line world, contractors are civilians “and therefore not subject 
to military command and control structures; nor are they subject to military law.” However, 
the increasing hybridisation of public and private actors in national cyber security provision, 
combined with a lack of conceptual clarity on issues such as what constitutes a cyber 
weapon or a cyber attack, makes this a domain in which legitimate roles and legal thresholds 
for private action are yet to be determined. The intimate relation between the military 
(governed by the law of armed conflict) and the intelligence and security agencies (which 
are effectively ungoverned by international law) in the cyber domain confuses the issue even 
further. Another complicating factor is that in the cyber domain the demarcation between 
“traditional espionage” between states increasingly gets mixed up with state-sponsored 
industrial espionage. Whereas the former is a nominally accepted state practice unregulated 
by international law—because all states reserve the right to intelligence gathering—the latter 
is causing serious international tensions, for example between the United States and China.32  
 
As much of the cyber activity of states may be better characterised as intelligence and 
espionage than as military activity, it is not always clear which legal framework applies. The 
line between non-military activities and the use of force is less obvious than in traditional 
conflict zones where kinetic weapons usually mark the difference. Some legal scholars have 
argued, however, that the nature of cyber weapons puts pressure on the idea that one can 
separate out the “triggermen.” Padmanabhan33 argues that the complex nature of cyber 
weapons requires “states to use contractors with technical expertise to constantly modify 
the features of a weapon in order to overcome the defence of the target, thus blurring 
the line between the traditional civilian task of weapons development and the traditional 
combatant task of weapons use.” Because of the “interpenetration of public and private 
spheres, the dissolution of the inside/outside distinction and the enmeshment of state and 
non-state actors’ in modern military affairs,” Ettinger speaks of combatant assemblages,34 
which suits the hybridisation of the military cyber domain as well.  
 
Informalised hybridisation: proxy actors. The informal version of privatisation of state 
tasks could be characterised as vigilantism or as the use of proxies.35 Some countries mix 
their ‘uniformed’ cyber soldiers with volunteer forces that are called upon when the need 
arises. China, for example, has a mix of a uniformed cyber command and unofficial groups 
of hackers that can be mobilised in times of conflict and crisis.36 Russia is also associated 
with the use of patriotic hackers, even though the efforts to prove that the May 2007 DDoS 
attacks on Estonia and the 2008 attacks on Georgia were the work of state-sanctioned 
patriotic hackers responding to unofficial calls from the FSB have not been definitive. 
Patriotic hackers are aligned with the military aims and course of action of their country 
but are not formally under the command of the military: they join in ‘spontaneously’. Due 
to their patriotic enthusiasm, they are not always easy to co-opt or coerce in line with state 
objectives.37 Gazit notes that vigilantism can function as an informal mechanism of political 
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power. Vigilantes are usually considered a disruptive political force that challenges state 
power, but sometimes, their priorities align informally in a process of ‘state collusion’ that 
achieves the state’s goals while officially being able to keep some distance from the dirty 
work.38 Determining the relationship between a state and proxy actors is difficult even in 
kinetic conflicts where the actors wear uniforms and are captured on camera, but more 
so in the context of cyber conflict. Various (legal) degrees of separation—‘dependent on 
the state’, ‘effectively under control of the state’, or ‘under overall control of the state’—
determine the relationship and responsibilities between a state and proxy actors but are 
difficult, to substantiate.39 In the cyber domain, however, most proxies remain unclassified in 
the legal sense, even when political—but not legal—attribution sometimes does happen. But 
even though proxies are legally outside the playing field, they are a very real part of cyber 
security assemblages in practice.  

The Future is Hybrid?
 
The emergence of global cyber security assemblages is built on a profound dependency 
between public and private actors, the commodification of cyber security and the inability 
and unwillingness of states to provide overall cyber security to companies and citizens. 
Three trends seem to materialise when looking at various studies of the public–private 
interactions in cyberspace. The provision of cyber security—especially when understood 
as a public good—cannot be provided without private-sector involvement resulting in an 
increasing hybridisation of the provision of (national) cyber security. A second trend is 
that of informalisation. The combination of insufficient government capacity and legal 
uncertainties makes companies seek private solutions for cyber security problems that 
push up against the legal limits that are grounded in the state’s monopoly of the legitimate 
use of force. Governments deputising companies to enforce government policies in 
cyberspace further informalises power and sometimes even relocates it into the back offices 
of the private sector. In the realm of national and international security in cyber space, 
governments themselves push the legal limits by blurring the roles and tasks between 
military and intelligence actors. Whereas military operations are regulated by the law of 
armed conflict, intelligence operations are effectively unregulated under international law, 
creating room to manoeuvre and strategic advantages for top-tier states. Moreover, both 
the increased use of private consultants—fuelling hybridisation at the heart of national 
security—and proxy actors are forms of informalisation. Paradoxically, the militarisation of 
cyberspace seems to be accompanied by a de-militarisation of those that do the ‘fighting’ in 
cyberspace conflicts, as intelligence actors, private consultants, vigilantes and proxies are 
increasingly the prominent actors in cyber conflicts. A third trend—building on the previous 
two—is secrecy. Both corporate and public solutions to (advanced) cyber security problems 
are increasingly shrouded in (legal) secrecy and/or a lack of transparency. 
 
The emergence of global cyber security assemblages is not a monolithic development but 
resembles Nye’s concept of a cyber security regime complex:40 a loosely coupled set of 
regimes dealing with various governance aspects of cyberspace.  Similarly, cyber security 
assemblages are loosely coupled constellations of actors and expectations that partially 
overlap. Moreover, the governance mix in the assemblage will consist of cooperative, 
hierarchical and contractual relations; each with its advantages and challenges. This 
highlights the need to analyse them both as subsets and as an assembled whole.  It is in 
the interactions between the various subsets that new norms, institutions and practices of 
cyber security governance will emerge. In that process vital questions will emerge about the 
effectiveness and legitimacy of security solutions and how that will affect the position of the 
state as the responsible actor for security as a public good.  It seems that many governments 
are currently prioritising the effectiveness of cyber security solutions—by deputising 
companies, outsourcing to various markets and sourcing in consultants—perhaps banking 
on output legitimacy as the prime source of political legitimacy. Given limited government 
capacity and private expertise and capabilities this may be an effective governance strategy, 
but only if the state remains the central node in the configuration. It also weakens traditional 
democratic legitimacy (input legitimacy)—especially if control slips away from public 
authorities—and creates problems of unaccountability.



Digital Debates CyFy Journal | 45

08. Doomed to Fragment? 
Addressing International Security 
Challenges While Avoiding 
Internet Fragmentation
Nikolas Ott and Hugo Zylberberg

Considering the recent spike in news coverage on ransomwares, hacks, cyber attacks, 
data breaches and intrusions, it is easy to forget the significant economic and social 
opportunities that digital transformation can provide on a global scale. New innovations, 

as well as ubiquitous connectivity around the world, are reshaping technology and its role 
in people’s daily lives. In turn, digital transformation opens up new economic and social 
opportunities: the sharing economy, decentralised crowdfunding platforms, and accessible 
global communications have the potential to increase political stability worldwide.

This is true both in the developed and in the developing world. The digital economy “contributed 
$2.3 trillion to the G20’s GDP in 2010 and an estimated $4 trillion in 2016, [and] is growing at 
10% a year – significantly faster than the overall G20 economy.”1 Moreover, there is evidence 
that connectivity drives growth in a development context. As the World Bank report on digital 
dividends states: “For businesses, the internet promotes inclusion of firms in the world 
economy by expanding trade, raises the productivity of capital, and intensifies competition in 
the marketplace, which in turn induces innovation. It brings opportunities to households by 
creating jobs, leverages human capital, and produces consumer surplus. It enables citizens to 
access public services, strengthens government capability, and serves as a platform for citizens 
to tackle collective action problems.”2 As connectivity becomes a crucial factor for economic 
development, the security–development nexus is increasingly being recognised as a key 
sustainability factor.3

 
As the 2016 World Economic Forum (WEF) report on internet fragmentation correctly outlines, 
these economic and social outcomes rely on the “Internet [remaining] stable and generally 
open and secure in its foundations.”4 Yet, the model for cyberspace governance can hardly be 
that of one uniform internet. In the spirit of the inventors of the internet,5 states should aim 
at producing interoperable policy frameworks allowing the possibility of governance across 
stakeholders, while leaving states in charge of implementing these frameworks at the national 
level.6 The WEF report identifies 28 issues of current or potential fragmentation along three 
buckets: technical, commercial, and governmental fragmentation. This paper focuses on 
governmental fragmentation, which refers to governmental rules that hinder the introduction or 
further development of international policy guidelines, or that affect the perception of a unique 
network. 

When it comes to both national and international security concerns, the international institutions 
governing cyberspace face a dilemma: they cannot fully satisfy all relevant stakeholders at 
the same time. Finding the right balance between the interest of states, the private sector, 
and citizens is a delicate process that is deliberated in various multistakeholder fora such as 
the Internet Governance Forum (IGF). The discussions touch on themes as diverse as data 
protection, privacy, freedom of expression and law-enforcement responsibilities. However, so far, 
addressing security challenges in cyberspace through such fora has had limited results. Instead, 
influential states, such as the United States (US), Russia, China and France, are trying to address 
such challenges through national legislation with extra-jurisdictional reach. While national 
legislation might seem easier for states, they tend to worsen governmental fragmentation and 
further complicate the creation of international procedures addressing global cyber security 
challenges.

Introduction
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Recently, much of this governmental fragmentation appears to be driven by security concerns: 
be it in France where a filtering system for jihadist websites was implemented in 2015,7 in 
Germany where a recent law forced platforms to remove obviously illegal hate speech8 in a 
context when fake news and the security of election infrastructures is under question, or in a 
series of other countries proposing to ban end-to-end encryption. This is by no means limited 
to authoritarian states and has become an issue that concerns policymakers around the 
world, as reflected in the joint anti-encryption opinion piece penned by the Manhattan district 
attorney, the Paris chief prosecutor, the commissioner of the City of London Police, and the chief 
prosecutor of the High Court of Spain,9 and more recent declarations of the UK Home Secretary 
against terrorist usage of end-to-end encryption.10 Taking stock of the security rationale for such 
government policies that will further increase internet fragmentation, this paper argues for the 
establishment of interoperable policies, through a holistic “fragmentation impact assessment” 
and increased  involvement in international security discussions to limit what this paper labels 
as “security-based fragmentation”: governmental fragmentation related to international and 
national security in and through cyberspace, which also includes security incidents relying on 
legitimate uses of cyberspace. 

States’ Westphalian Notion of “Sovereignty” in the Digital Age
 
The current internet governance structure (a multistakeholder governance framework) is 
ideologically and conceptually at odds with the Westphalian notion of states’ sovereignty in its 
current understanding and practice. While in most states, multinational technology companies 
have a crucial role in ensuring the accessibility and the maintenance of cyber infrastructure, 
this does not automatically give them a role within the international policy decision process. 
One could rightfully argue that the states’ permission to integrate technology companies and 
civil society in these negotiations is an exercise of their sovereignty.11 Indeed, many non-state 
actors are now involved in the practical application of international law to cyberspace, through 
‘Track 1.5’ dialogues12 or efforts such as the Tallinn Manual,13 where leading academics assess 
how existing international law apply in cyberspace. Despite many states being uncomfortable 
with this development, the fact that a large part of the infrastructure is owned and operated 
by the private sector and loose communities of researchers makes their participation crucial to 
advancing international discussions.

To understand the challenges that states are facing, it is necessary to further clarify the 
different concepts surrounding cyber security. Broadly speaking, these can be captured in four 
categories:14 international security, national security, device security and data security. 

  1. International cyber security focuses on interstate issues of cyber conflict. 
Policies in this category include: exchanging national security doctrines, creating 
communication channels, and reviewing the applicability of international law in 
cyberspace. The most active fora for these policy discussions are the United Nations 
Group of Governmental Experts (UNGGE)15 and the Organization for Security and Co-
operation in Europe (OSCE),16 though other fora, such as the Organization of American 
States or the Association of Southeast Asian Nations (ASEAN) Regional Forum are 
contributing to these discussions as well.  
 
2. National cyber security addresses the challenges of intelligence agencies, law 
enforcement, policing and other entities that are responsible for addressing crimes 
committed in and through cyberspace. In addition to national entities, the Budapest 
Convention on Cybercrime and INTERPOL, too, play a crucial role in facilitating 
cooperation and information exchange between state entities. 
 
3. Device security focuses on the integrity and stability of internet infrastructure 
and related cyber-physical systems: systems in which “operations are integrated, 
monitored, and/or controlled by a computational core.”17 Related efforts are mostly 
technical and led by national institutes for standards and technology, or offices for 
information security, within large multinational technology companies. 
 
4. Data security mostly centres on maintaining security and privacy throughout 
the data lifecycle: collection, storage, treatment (or processing) and use. Few states 
have dedicated agencies for privacy issues but some have special commissioners or 
governmental representatives to assure proper inclusion of privacy concerns in related 
policy discussions.18
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This piece focuses on the first category of cyber security: international cyber security. 
Unfortunately, few policy discussions draw upon these distinctions. One example is the 
current discussion about a digital Geneva Convention, brought forward by Microsoft. The 
current proposal covers several of the aforementioned categories at the same time, which 
makes it difficult for policymakers to properly address the proposed changes, given the lack 
of compatibility with existing policy structures. However, it is important to note that decisions 
taken within the realm of international security have both direct and indirect effects on the 
other categories. For example, a discussion between states can have an impact on multinational 
technology companies that operate globally and rely on internationally recognised procedures, 
certification standards, or treaties. At the same time, interstate negotiations affect the daily 
work of national law enforcement entities that rely on productive interstate relations.

Despite the inherent borderless nature of cyberspace, most policy solutions to date are tailored 
on a national (Russia/China) or regional (European Union) basis. States seem to ‘muddle 
through’ instead of working with non-state stakeholders towards suitably interoperable actions. 
This is especially true for international and national cyber security issues. However, more 
recently, multinational technology companies have been trying to contribute to this policy 
debate as they are increasingly affected by its outcome. This is reflected in ongoing legal 
discussions about the legality of access for states on data stored in another country. Microsoft’s 
lawsuit against the US government over rightful access of data is only one out of many cases 
where companies come into conflict with government demands for access to data stored 
abroad.19 As cloud computing is expanding drastically, it is reasonable to expect that overall 
technological developments introduced by the private sector have and will most likely continue 
to outrun the pace at which policy decisions are made. Therefore, multinational technology 
companies should continue to play an important role in the development and implementation of 
security policies that affect cyberspace.
 
Whether it is because states operate on the assumption that policies that increase fragmentation 
are necessary to maintain their security in cyberspace across all four aforementioned categories, 
or because fragmentation is an unanticipated second-order effect of their policies, it seems 
that this security-based fragmentation has indeed been on the rise. This paper now examines 
the assumption that fragmentation can lead to better security, before proposing a framework 
promoting interoperable policy frameworks to avoid it.

An Increase in Internet Fragmentation does not Necessarily Lead to Better 
Security
 
States’ practice has shown that the restriction of cross-border data flows20 for privacy or security 
reasons, and increased power to lawfully access this data is becoming more widespread, even 
as the extent of such restrictions and surveillance is being debated. The European Union’s (EU) 
General Data Protection Regulation (GDPR),21 associated with the negotiation of the Privacy 
Shield agreement, creates a framework whereby data flows are restricted towards countries 
where the data protection framework is too weak. Another example of this trend is the United 
Kingdom’s Investigatory Powers Act,22 which requires internet and phone companies in the UK 
to maintain the capability to intercept their customers’ personal data; this is unlikely to be the 
case in other countries, including in Europe. The UN Special Rapporteur on the Right to Privacy, 
Joe Cannataci, recognised this growing trend in a recent report,23 calling for an international 
treaty to protect people’s privacy from unfettered cyber surveillance. However, such calls mostly 
address the fourth of the previously introduced categories, namely, data security. While ensuring 
citizens’ privacy deserves significant attention, the increasing friction between states within 
cyberspace needs more attention as well.

The belief that a more fragmented internet—bringing borders to the digital realm—leads to a 
more secure interstate environment is flawed, for three main reasons:

First, it is currently much harder to secure a network than to attack it.24 While this mostly affects 
device security, it also entices states to engage in deterrence-based cyber security strategies 
through the development of offensive cyber capabilities. As a well-resourced and motivated 
attacker always succeeds, digital borders at the national level will be bypassed just as physical 
borders, i.e. bypassing firewalls. This leads to a perpetual state of insecurity that can currently 
only be addressed through diplomatic means, such as confidence-building measures and legal 
agreements.
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Second, tools to circumvent national borders (e.g. virtual private networks) will continue to 
appear and be used precisely by those actors who present the most serious security threats. 
Moreover, prohibiting or limiting the use of end-to-end encryption will take it away from regular 
people and companies that rely on such security measures. On the other hand, terrorists, 
criminals and other nefarious actors will eventually find new ways to avoid surveillance efforts. 
Therefore, efforts to limit the use of such tools are not just ineffective in the long term, as 
adversaries adjust, they also negatively affect data and device security in the short term.

Third, cyberspace is the domain, not the source of security threats. As countless government 
reports have argued, governmental shortcomings in the security realm do not come from a lack 
of institutional capacity to collect data, but from a lack of integration and coordination between 
law enforcement, the justice system, and the intelligence community. This is a long mission 
that the United States (US) started ahead of other countries in the wake of 9/11, by creating the 
Office of the Director of National Intelligence,25 but the ongoing discussion on the proper division 
between military (US Cyber Command) and espionage (National Security Agency) activities 
shows that the debate is far from being concluded. Ultimately, it is important to highlight that 
security measures most often fail due to human, not computer, error.26 While such concerns 
generally affect domestic cyber security policy, a lack of such domestic capacity significantly 
hinders the ability of states to engage in constructive interstate dialogues. Consequently, having 
a comprehensive national cyber security strategy is highly desirable to further increase the 
likelihood of successful international negotiations. Moreover, it is especially important to get 
national cyber security policies right, to be properly prepared for a cloud-based and borderless 
operational environment, where international cooperation on law enforcement and other issues 
are becoming even more important for properly addressing security challenges within this 
domain.

Calibrating A Multistakeholder Discussion on Security-Based Fragmentation
 
Even though more government control can help secure cyberspace in the short term, it is often 
unlikely to do so in the long run. As technologists weighing in on the debate over backdoors have 
shown,27 short-term solutions (developing a system where law enforcement is able to access 
any system given judicial authority) can eventually be subverted by malicious actors for their 
own purposes, undermining global cyber security. While short-term issues are crucial in a world 
where serious security threats can put human lives at risk, any solution must take into account 
the consequences of enabling malicious actors to gain state-level mass surveillance capacities. 
Developing partnerships with the private sector is a crucial element of any potential solution. 
Without developing new infrastructure-enabling mass surveillance, security services can often 
find the data they need in existing privately-owned infrastructure. Therefore, some countries 
have now adopted the position that instead of laws requiring companies to give them access to 
their servers, they can be satisfied with a point person available at all times to help with urgent 
requests related to national security.

In addition to this balance between short-term and long-term concerns, international discussions 
on cyber issues need to consider their own impact on the security and stability of cyberspace. 
Indeed, policy choices affect cyberspace stability, and conversely, a state’s evaluation of its 
stability affects its policy choices. Inspired by the recent publication of Laura DeNardis through 
the Global Commission on Internet Governance,28 this paper suggests that in the same way that 
companies have to produce privacy impact assessments or human rights impact assessments, 
fragmentation impact assessments (FIA) could be developed for policies that appear to drive 
fragmentation in an excessive fashion. These FIAs could include an introduction to the policy 
being discussed, as well as an evaluation of its impact on the issues below.

  Basic principles: 
•  Protection of personal data: All actors should respect fundamental data protection 

principles giving citizens—not states or companies—power over their personal data.
 •  A neutral network: No technical restrictions at the infrastructural level should restrict 

which applications the general public can or cannot use.
 •  Network generativity: Should there be any limits to innovation at the end nodes? 

Principles affecting the private sector:
 •  Interoperability: All services provided online should be interoperable.
 •  Industry standards: Technical standards should not be subverted for national security 

purposes.
 •  Global commons: Is there a subset of the internet that should be declared a global 



Digital Debates CyFy Journal | 49

commons? 
 Principles affecting states’ behaviour:
 •  Data sharing: States should streamline data-sharing processes between law 

enforcement, judicial and national security institutions.
 •  Integrity of data: States should not alter the integrity of data, at rest or in motion.
 •  Accessibility: When is it legitimate to block content travelling to one state from another 

through whatever technical means?
 
Building interoperable policies regarding acceptable behaviour for states vis-à-vis access to data 
and public–private partnerships are key to limiting security-based fragmentation. International 
and regional efforts, such as the Global Commission for the Stability of Cyberspace, the UNGGE 
and the OSCE or ASEAN, provide platforms to identify common interests and acceptable 
standards of behaviour between states. Here again, stronger integration of the private sector 
during policy negotiations, despite the increased difficulty, is key to finding interoperable 
solutions that work in practice. 

In parallel to building interoperable policy frameworks using FIAs, states should develop an 
understanding of when and where fragmentation can be legitimate. There is a need to find 
the characteristics of legitimate national regulation with limited externalities on internet 
fragmentation. Such a discussion could start with the following questions:

•  Is there a “public core of the internet”?29 Governments can agree on a limited set of targets 
that should be protected from both states and intervention, e.g. the Domain Name Systems or 
some fundamental internet routing protocols.

•  Which components of the internet should be regulated on a national basis, and which ones 
on an international basis? In areas where states will continue to regulate on a national basis, 
how can this regulation be made interoperable with others to mitigate the economic cost 
incurred? International efforts in building policy frameworks in a transnational fashion must 
be encouraged so that legislation can continue to develop on a national basis but produce 
outcomes that are increasingly interoperable with neighbouring ones.

•  Are there alternatives to satisfy states’ security needs that include more or less policy 
fragmentation? More academic work to understand fragmentation can help states produce FIAs 
to measure the consequences of a specific policy proposal.

•  Where and when does fragmentation matter most? Academic efforts taking stock of existing 
internet fragmentation, and asking when and where its consequences are most limited, are still 
lacking.

Conclusion

Despite growing concerns over security incidents in and through cyberspace, the internet still 
holds significant economic and social opportunities. The securitisation of the current debate 
compounded by a return of nationalism in the public debate of liberal democracies threatens 
these promises as well as the very values enshrined in the technical infrastructure and the 
governance mechanisms associated with the internet. However, this paper argues that some of 
this securitisation is based on the flawed premise that a fragmented internet with monitored 
digital borders matching physical ones is more easily defensible. 

This paper concludes by recommending questions and characteristics for a global 
multistakeholder debate, the establishment of FIA, and increased involvement in the 
development of cyber security policies. Section three outlines how these three recommendations 
are intertwined and can support each other, namely, questions and characteristics for a global 
multistakeholder debate that, combined with FIAs and stronger involvement, can better inform 
policymakers and increase the chances of producing interoperable policy frameworks, thus 
limiting security-based fragmentation.
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09. Challenges for a New 
Economy: The Fourth Industrial 
Revolution
Logan Finucan

New advances in an array of different technologies promise to transform the structure 
of the economy and the way people live. The so-called “Fourth Industrial Revolution” 
(4IR) will bring significant progress in productivity, such as in the use of advanced 

robotics and manufacturing techniques, the Internet of Things (IoT) and machine-to-machine 
(M2M) connections on a massive scale, autonomous vehicles, and new industrial materials, 
all powered by artificial intelligence (AI) and pervasive big data analytics. Underpinning this 
new world will be the mass deployment of cloud computing and the continued growth of the 
digital economy.

While these transformations will improve human welfare, they are also expected to bring 
widespread disruption and challenges for workers, society and global macroeconomic 
policies. Governments need to stand ready to work with all stakeholders to meet these 
challenges ahead and ease the pain of transition.

A History of Industrial Revolutions

Throughout history, there have been periods when technological and economic progress 
have advanced in leaps and bounds. While there are different ways to analyse the pace of 
change over time, most historians and economists identify three major revolutions in recent 
world history, wherein new technology and new business processes produced dramatic 
changes in the ways the human race has lived and worked:1

 FIRST
 • Fuelled by refinements in the use of steam power and mechanised production; 
 • Began in the United Kingdom in the late 18th century;
 •  Gave rise to the first factories, vastly improved productivity, accelerated urbanisation. 

Generated new markets for textiles, manufactured goods, coal, iron and steel.

 SECOND
 •  Centred on the application of electricity, the telegraph and telephone, chemical and 

metallurgical sciences, internal combustion, flight, and assembly line production; 
 • Began in Western Europe and North America in the late 19th century;
 •  Enabled mass markets for consumer goods and dramatically accelerated transportation 

and communication.

 THIRD
 •  Triggered by the invention of electronics, computing and telecommunications systems;
 • Began in mid-20th century and is still unfolding in the present day;
 •  Has transformed the ability of humans to record, process and communicate 

information, transforming business processes and social relations.

Each of these industrial revolutions built upon the progress of the preceding one, using 
the previous technological advances as a platform for further innovations. They relied 
upon exploiting economies of scale inherent in new production technologies to deliver 
new commodities to the market at ever-lower prices. In the process, these market 
transformations not only changed the sector exploiting the economy of scale—such as coal, 

Introduction
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steel, electricity production, microchips—but also enabled different and entirely new sectors 
of the economy.

These were massively disruptive processes: the industry transformed and old jobs became 
obsolete. However, this disruption was offset in the long term by new and previously 
unforeseen creative forces. Thus, while the invention of the automobile, for example—
enabled by the internal combustion engine and the assembly line—meant that “horse-related 
jobs declined… entirely new jobs were created in the motel and fast-food industries” in 
addition to new jobs for factory workers and auto mechanics.2

The Opportunities of the 4IR

Mass-scale electronics manufacturing markets, widespread connectivity and the advent of 
cloud computing and big data—all outcomes of the Third Industrial Revolution—have set the 
stage for the next revolution in human productivity. Various new technologies are emerging 
that, when applied to the economy and society, promise significant changes. Executive 
chairman of the World Economic Forum (WEF), Klaus Schwab, who popularised the term and 
ignited global discussions following his first pronouncements, cumulatively refers to these 
changes as the “Fourth Industrial Revolution (4IR).”3

AI and Machine Learning  
 
Artificial intelligence (AI) promises to extend the reach of computing processing power 
from routine computational tasks to the realm of reasoning, perception, natural language 
processing, learning and problem solving. The development and operation of AI is powered 
by processing and analysis of big data, and will be key to managing the complex tasks and 
computation associated with many technologies of the 4IR. In several countries, the private 
sector is investing heavily in AI capabilities and has already commercially deployed some 
applications.

IoT and M2M Communications 

The I2T and M2M communications is a developing system that combines networks of 
embedded sensors and actuators with remotely located computing and controls; this system 
may operate with or without human intervention.4 While not a new concept, applications 
of IoT systems have exploded with the drop in the cost of sensors, embedded electronics 
and connectivity. The IoT’s applications are vast, from industrial and logistical processes to 
connected homes, infrastructure, vehicles and utility management.

Advanced Robotics 

While industrial robots have been a feature of some industries (particularly the automotive 
industry) for a long time, more advanced robots (enabled by AI) are expected to play an 
increasing role in production. Armed with new mobility, reasoning and general intelligence 
capabilities, they can better substitute human labour in processes that are non-routine and 
require higher cognitive abilities.

3-D Printing 

Also known as additive manufacturing, 3-D printing creates objects by gradually layering 
materials using computing controlled processes. Recent advances have enabled 3-D printing 
using various materials, including certain types of polymers, resins, metals and glass. In 
some cases, combinations of different materials are possible in the same object, enabling 
devices such as batteries and drones.5 While currently focused on prototyping, 3-D printing 
markets are growing rapidly and are increasingly moving into other areas as production 
volumes grow.

New Materials

Industrial biotechnology and nanotechnology are enabling the development of new fuels 
and industrial materials. Biotechnology uses new genomic and synthetic biology tools to 
precisely manipulate an organism’s genome, enabling not only biofuels but also bio-based 
batteries and production of industrial materials. Nanotechnology allows the manipulation 
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of materials at the nanoscale—approaching the level of individual atoms—in fields as diverse 
as quantum computing, solar cell production and medical applications, such as artificial 
tissue and nanoscale medical devices. By making the development process quicker and more 
precise, these will end trial-and-error material science, allowing materials to have tailor-
made properties.

Data and the Cloud Links Them Together
Underpinning all of these technologies is cloud computing. Researching, developing and 
applying these technologies to business processes require collecting and processing massive 
amounts of data. Therefore, access to high-quality computing is indispensable. While 
this would be out of reach for most economic actors if they needed to invest in hardware 
individually, with economical and on-demand access, cloud computing is a crucial facilitator 
of the technologies of the 4IR.

Impact on Productivity and Challenges of Transition to the 4IR

The economic impact of the 4IR will be substantial, although the specifics are yet to be 
worked out. The Organisation for Economic Cooperation and Development (OECD), in a 
recent report, “Enabling the Next Production Revolution,” provides an idea of the potential 
productivity benefits based on some of the new technologies already being implemented 
today:6

•  Improving the quality and accessibility of data by just 10 percent is associated with a 
14-percent increase in labour productivity;

•  Autonomous logistics applications can increase output by 15–20 percent, lower fuel 
consumption 10–15 percent, and reduce maintenance costs by eight percent;

• Industrial IoT applications can reduce production costs by 18 percent on average; and
•  Using AI to optimise aspects of data centre management reduces energy consumption by 

40 percent.7

These data are just an early-stagae indication of what new production technologies can do 
in existing industries. Their full potential—what Schwab feels will be a “supply-side miracle, 
with long-term gains in efficiency and productivity”—are yet to be charted.8 Further, the 
broader economic transformations these gains will trigger will be even greater as the 4IR 
unfolds, business and society adapt, and new economic sectors emerge.

Indeed, the widespread application of these technologies to the economy will bring major 
changes to society. Labour markets, social policies and global economics are poised to 
transform in ways that challenge established ways.

Labour Markets

Non-Routine Work Replaces Routine Work

The rise of automation will transform the types of jobs in the economy. Several studies, such 
as that by Frey and Osborne, have garnered attention by predicting which categories of 
employment automation will eliminate, fuelling fears that the 4IR will cost jobs.9 However, 
these studies do little to illuminate the jobs that automation will create.

Historical trends cast some light on what this will mean in practice. Analysing over 140 years 
of census data from England and Wales, one study by Deloitte found that during the previous 
three industrial revolutions, “routine jobs”—both manual and cognitive—declined. However, 
this was more than offset by the rise in “non-routine” jobs.10 A similar study in The Economist 
found the same striking rise in non-routine work in US occupational data from 1983 to 2014.11

Moreover, Deloitte found, “non-routine cognitive jobs” actually have strong complementarity 
with technology. Applying new technologies that increased their productivity allowed 
employees to focus more on non-routine analytical and creative aspects of their jobs. 
Examining specific categories of work, Deloitte found that while the fastest shrinking jobs 
over the last several decades included manufacturing and craftwork, and stenography 
and secretarial positions (routine tasks), the fastest growing categories of work included 
nursing, teaching and welfare, as well as management consultancy, business analysis, and 
information technology management (non-routine tasks). 
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This trend towards more work centring on creativity, cognition, problem solving, non-
repetitive tasks and human care, will only continue and accelerate.

Change is the New Normal
While workers will need different skills than they have now, these needs will continue to 
change. As new technologies are deployed and new markets emerge, business models will 
evolve rapidly. This will give rise to new categories of work that do not yet exist. Moreover, 
even when a job category continues to exist, the ways employees perform that job will 
evolve to be assisted by technology. One survey from the WEF concludes that, on average, 
skills that are currently not considered crucial to a job will constitute one-third of the core
skillset for most occupations by 2020.12

Much has been written about the importance of skills in STEM (Science, Technology, 
Engineering and Math). While these areas must be promoted, equally important is a much 
broader set of skills. Amid a rapidly changing environment, perhaps the most important 
thing for workers to have is not so much a specific set of skills, but the capacity to learn new 
skills as the needs of the labour market change. This means that education should provide 
a strong basis in areas such as critical thinking, problem solving, communications and 
general literacy and numeracy, and that more robust systems to foster learning of specific 
in-demand skills are required.

Soci eties

Managing Inequality

At the societal level, managing and reducing economic inequality will be critical to ensuring 
that the 4IR is fully realised and that everyone benefits from its advances. 

As automation and digital technologies diffuse throughout the economy, gains accrue 
fastest to those who create and are able to effectively use those technologies. Evidence in 
advanced economies to date suggest that this often occurs at the expense of middle-skill 
workers. Economist David Autor argues that many advanced economies are transitioning 
to a “barbell-shaped” job market, where automation has “hollowed out” many middle-skill 
positions in areas of production, sales and administration. While these middle-skill positions 
become automated, many non-routine but low-skill positions, such as janitorial and food 
service, remain the same or increase.13 This poses particular challenges because many of the 
workers displaced by technology are older and face more difficulties adapting to changing 
labour market needs.

At the same time, the income premium associated with education and high skills has 
increased. For workers in the digital economy, such as programmers and software engineers, 
pay has risen sharply as demand has exploded for the goods and services they produce, 
leading Klaus Schwab to conclude that “in the future, talent, more than capital, will 
represent the critical factor of production. This will give rise to a job market increasingly 
segregated into ‘low-skill/low-pay’ and ‘high-skill/high-pay’ segments.”14 Returns to high-
skill workers are further amplified by the shortage of available labour with these skills, as 
businesses are adapting and demanding skills that the workforce is slow to develop. 

This differential impact of new technologies undermines the belief that technology and 
innovation will bring benefits for all. If measures are not taken to ease workers through 
this transition, the result will be not just slower growth, but greater social and political 
instability. According to Schwab, “A winner-takes-all economy that offers only limited access 
to the middle class is a recipe for democratic malaise and dereliction.”15

Safeguarding Privacy 

Privacy, and the need to effectively protect it, will only become more important as our 
lives become more connected and quantified. Privacy is complex, and the privacy practices 
that individuals expect vary across culture and contexts.16 As our lives are increasingly 
measured and qualified by digital technologies, the risks of transgressions of these norms 
and expectations—whether malicious or inadvertent—will multiply. Further, AI and big data 
analytics are enabling new and creative ways to draw insights, potentially deducing sensitive 
personal information from data that may otherwise seem innocuous. 
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At the same time, the services that are derived from this explosion of data bring real 
benefits, both for the individual and society. For the individual, it means better access to 
information and services that are tailored to meet their specific needs. For society, better 
solutions can be developed to increase aggregate welfare, such as precision medicine, 
smart city applications and government resource planning. Gathering and processing 
large amounts of data, including personal data, is the indispensable raw material for the 
development, refinement and application of these services. 
Therefore, closing off access to personal data is not an option. However, privacy concerns 
must be addressed adeptly. If people are not assured that their privacy expectations will 
be respected, they will not participate in new technologies, and this will slow down uptake 
and development. Thus, the challenge for policymakers is to design legal frameworks for 
personal data that respect individuals’ expectations and empower them without preventing 
legitimate and productive uses of data.

Human Ethics and AI

The increasing integration of automation and algorithmic decision-making into previously 
human-controlled processes raise some novel ethical and legal questions.

Autonomous applications and IoT systems have enormous potential to increase human 
safety. However, there are caveats to this potential. As fully autonomous vehicles with 
collision avoidance protocols come closer to fruition, some are beginning to consider the 
so called “trolley problem,” a philosophical thought experiment concerning the ethics of 
deliberately taking one life to save several.17 In addition to the moral discomfort that arises 
from resolving such a problem through a pre-programmed decision lacking human empathy, 
there are also questions of legal liability—specifically, who it should accrue to—when 
algorithms make decisions that result in damage to property, injury or death.

While the trolley problem is abstract and extreme, forms of AI are being applied to human 
decisions today in situations that are less extreme but no less troubling in their implications. 
For example, AI is now being used when considering candidates for a job or university, or an 
appropriate criminal sentence.18

Many countries provide safeguards, such as equal opportunity and non-discrimination 
protections, that apply to decisions concerning employment and economic opportunity. 
When a human makes a decision that violates these norms, there is clear responsibility and 
liability. However, several studies have shown that AI can inadvertently replicate societal 
biases.19 Deciding how to assign responsibilities in such a case is less clear, but no less 
important.

Global Economy 

Participation in a Globalised Digital Economy

Because the 4IR is built upon the foundations of data and scale, participation in the global 
digital economy is key to gaining access to its benefits.

Purchasing the computing capacity to serve the needs of new technologies is too expensive 
for the vast majority of individuals and businesses. Through resource-pooling and driving 
down costs through economies of scale, only cloud computing can deliver the massive, 
ubiquitously available capacity to fill this gap at a price point low enough to be accessible to 
the widest number of people possible. Moreover, to be economical, cloud networks need the 
flexibility to operate at a global level.

Thus, participation in the global-scale markets of the digital economy is indispensable. 
Policies that put up barriers to this—whether intentional or inadvertent—will keep the 4IR 
technologies out of reach. Traditional trade policies remain as important as ever, given that 
consumer devices and capital goods remain integral to technologies such as the IoT and 
robotics. However, digital barriers that choke off cross-border data flows, which can already 
cause damage to small and medium enterprises, will become an enormous disadvantage as 
they put the technologies of the 4IR out of reach of all but the largest and wealthiest.
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Competition in the Digital Economy 

The growth of the digital economy has already begun to raise difficult questions regarding 
competition. Some have suggested that many data-based business models may constitute 
monopolies because of the dominance of specific platforms in certain markets.

It is certainly worth asking whether data aggregation creates natural monopolies; that is, 
industries where the average cost of providing services constantly declines as they increase 
in scale, making it most efficient for one company to serve the market. Particularly in the 
digital economy, this can be an outcome of “network effects,” wherein using a product or 
service becomes more valuable when more people use it. 

This is easy to understand in the case of social networks. For example, if all of your friends 
use one specific social network, it is far more attractive to also join that social network, 
rather than another that is less widely used. This effect is also active (though more subtle) 
in search engines. The more people use a search engine, the more refined its algorithms can 
become, providing results that are more relevant to the user. The same effect is visible in the 
new fields of the 4IR. For example, many IoT networks will work best by integrating with the 
largest number of devices; precision medicine is optimised by considering population-level 
data sets; and AI, since it runs on analysing large data sets, is optimised by gaining access to 
the largest pool of data possible.

Even if these businesses constitute monopolies, it is not clear if they harm consumers or 
require regulatory intervention. Market power alone is not a problem unless it is abused to 
gain unfair advantage. Innovative companies that provide free services, such as Facebook 
and Google, have become nearly ubiquitously used online, despite alternatives that users
are free to switch to at any time. They also serve as an invaluable portal for the rest of the 
digital economy, providing new avenues for individuals, businesses and entrepreneurs to 
connect with their customers, access and spread information, and engage in commerce. The 
rapid rise of companies now regarded as monoliths, such as Google and Facebook, as well 
as more recent digital economy entrants such as Uber or Snapchat, suggests that markets 
remain fluid, consumers are willing to rapidly switch to new services, and market share 
alone may not indicate security of position.20

Participation of Developing Countries

The capital intensity of these production technologies raises questions of whether 
developing countries will have the resources to adopt them. 

Because of high research and development costs, early deployments of new production 
technologies are likely to be highly expensive, putting them out of reach of most businesses 
even in developed countries. As these technologies approach scale, however, costs will 
decline. Combined with the inherently global nature of the digital economy and the speed 
of connectivity that globalisation has generated, this provides the opportunity for 4IR 
technologies to be quickly available to a much wider set of companies around the world. 
However, this is only true provided government policies do not put up barriers. Just as they 
are today, factors such as openness to trade, investment and innovation will continue to be 
crucial to the diffusion of new technologies.21

The 4IR may also present particular challenges to the ways that developing countries 
leverage low-labour costs for industrialisation and development. Nicholas Davis, writing 
for WEF, observes that since 4IR technologies are more capital than labour intensive, they 
“may erode the comparative advantage currently enjoyed by many emerging and developing 
countries, which are focused on labour-intensive goods and services.”22 This may incentivise 
some production “re-shoring” to developed countries.23 However, this process—requiring 
scaling, cost reductions, and large-scale investment—will be lengthy, giving countries time 
to adjust. Further, even with new, more capital-intensive production methods available, the 
economics of labour-intensive production methods and trade may remain powerful in many 
industries and continue to supply rungs on the ladder of development for many.
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Recommendations 

The 4IR is bringing new opportunities to improve human welfare around the world. 
However, society will only realise these benefits if it can effectively manage its challenges. 
To speed and ease the impact of these deep structural transformations, challenges must be 
approached head on with bold, flexible and inclusive policies.

To accomplish this, governments have an important and complementary role to play 
alongside the private sector and other stakeholders. There are a few key areas where 
policymakers should consider action:

1.  Enact Comprehensive and Dynamic Workforce Policies 
Workers need assistance to acquire new skills and adapt more quickly to changing 
conditions. Policy frameworks need to be dynamic and involve a wide range of stakeholders 
to ensure workers are getting the skills the economy needs.

2.  Support Global Data Flows 
A robust digital economy at the global scale, especially cloud markets, is key to 4IR 
technologies. Governments should work to minimise barriers to cross-border data flows as 
well as legal conflicts that get in the way of global interoperability.

3.  Enable Ubiquitous, Affordable, High-Quality Connectivity for All 
To ensure that the data- and connectivity-based technologies of the 4IR are fully 
implemented and accessible to everyone, governments need to support robust networks 
and the investment needed for them to cope with the growth in internet traffic. 

4.  Build a Business Environment that Fosters Trade, Investment and Innovation 
A welcoming business environment that facilitates investment and innovation will remain as 
important as ever. So will enabling trade and global engagement, particularly for SMEs, who 
will best be able to leverage 4IR technologies when they can access global markets.

5.  Engage in Dialogue 
There is much that we do not yet understand regarding the technologies of the 4IR and 
their impact on society. As societies around the world learn to cope with new challenges, 
policymakers should gauge their responses carefully and engage in dialogue to learn from 
the experiences of other countries and concerned stakeholders.
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10. Licence in Chains: Could 
Media Content Be Licensed 
through Blockchains? 
Meghna Bal 

The blockchain is a vast, globally distributed database, which runs on millions of devices 
and is completely transparent, where anything of value can be privately shared and 
stored.1 Intermediaries are no longer the brokers of trust in a transaction. Rather trust 

is facilitated by a vast network of coders and the immutability of mathematics. This makes 
it the first intuitive “digital medium for value,” just as the internet was the first intuitive 
“digital medium for information.”2 Blockchain was originally only viewed as an innovation 
that would transform the financial services industry. Research shows, however, that its usage 
potential extends far beyond the realm of payments.3 

One such usage could be within the domain of copyright licensing. Presently, in India, a 
majority of the licences for media content are issued by copyright societies. Legislators 
have accorded copyright societies a legal monopoly because they facilitate a reduction in 
the costs of locating and negotiating with rights holders. Unfortunately, these societies 
have repeatedly abused their position to the detriment of individual artists and prospective 
licensees alike. Illustratively, copyright societies have deployed innovative strategies to deny 
individual artists royalty revenues. Moreover, they have charged exorbitantly high fees for 
licences of their repertories, a practice that has decimated the online music broadcasting 
industry in India.4 Licences are usually issued in blanket form, forcing a prospective licensee 
to buy the society’s entire repertory, even if they only want to acquire a licence for a 
particular artist. The onerous licensing regime directly impedes the growth of the Media and 
Entertainment (M&E) industry, a sector that contributes significantly to India’s GDP.5

The level of disintermediation brought about by blockchain warrants an exploration into 
whether or not it could serve as a solution for the copyright licensing conundrum in India. 

Copyright Licensing: Framework in India

Copyright in India subsists in any “original literary, dramatic, musical and artistic work, 
cinematograph films and sound recordings.”6 The word “copyright” is not defined by the 
Copyright Act, 1957. Instead, the Act merely authorises a number of ways in which rights 
owners may use or exploit their right.7 The author8 of a work is typically the first owner of 
the copyright, unless there is an agreement to the contrary.9

There are three types of licences available under the Act: voluntary, statutory and 
compulsory. Rights holders are free to grant any interest in their works through written 
licences.10 Compulsory licences may be granted if works are wilfully held from the public, 
or for the benefit of disabled individuals, or when the author of the published/unpublished 
work is either dead or untraceable.11 Statutory licences are granted to those who wish to 
make cover versions of sound recordings, those who desire to broadcast literary and musical 
works and sound recordings, and those who wish to publish translations of any literary or 
dramatic works in any language.12 Until very recently,13 the Copyright Act had tasked the 
Copyright Board—a quasi-judicial body—with the duty of issuing compulsory licences and 
deciding royalty rates for statutory licences.14

Copyright Societies 

For certain types of licensing, individual management of rights was considered unviable. For 
instance, an author could not contact every single radio or television station to negotiate 
licences and remuneration for the use of his/her works. Conversely, it was not practical for a 
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broadcasting organisation to seek specific permission from every author for the use of every 
copyrighted work. The impracticability of managing these activities individually—both for the 
owner of rights and for the user—created the need for collective management organisations.
In India, collective rights management is facilitated by copyright societies. These entities 
have a legal monopoly for issuing licences for literary, dramatic, musical and artistic works
integrated in cinematograph films or sound recordings.15 Copyright societies typically acquire 
the rights for a large repertory of works from copyrights holders and license them to users 
for a fee.16 The proceeds are then distributed amongst their members. Ordinarily, there can 
be only one copyright society for any given class of works. A copyright society must exist 
under the collective control of the authors and other owners of copyright whose rights 
it administers.17 Members must have equivalent control over the workings of the society, 
and there should be no bias favouring certain members (typically larger players, such as 
music labels) over others. Copyright societies can only issue licences if they are registered 
with the central government. Any person aggrieved with their tariff scheme may approach 
the Copyright Board with a complaint. These structural safeguards were meant to prevent 
copyright societies from abusing their dominant position.

Before the amendment of the Copyright Act in 2012, the registered copyright societies 
administering rights in India were as follows:18

 •  The Indian Performing Rights Society Limited (IPRS): The IPRS administered all rights 
with respect to the underlying works in a sound recording, such as the lyrics and the 
music itself.

 •  Phonographic Performance Limited (PPL): The PPL administered rights for sound 
recordings. 

 •  Indian Singers Rights Association (ISRA):19 The ISRA represented singers and works to 
protect their performance rights under the Act. 

 •  The Indian Reprographic Rights Organization (IRRO): The IRRO represented the rights of 
owners of literary works. 

Issues with the Current System

Theoretically, the introduction of a compulsory collective licensing scheme had the dual 
advantage of furthering social welfare and promoting economic efficiency.20 Collective 
rights management fostered social policy goals by insulating authors against exploitation by 
publishers and other firms of the copyright industry.21 Moreover, economies of scale enabled 
larger collecting societies to be more competitive due to the low marginal cost associated 
with the management of an additional work.22 Thus, it makes sense for these entities to 
operate like natural monopolies. Where several collecting societies compete for rights 
holders, rights holders would probably choose the larger collecting society, since it could 
“distribute the fixed costs on more” people.23 The distribution of costs allows individual right 
holders to save on fees deducted from the royalties collected by the society.24

Unfortunately, many copyright societies are now being used as corrupt conduits by larger 
players, such as music labels, to exploit individual artists and restrict them from earning 
revenues for their work. In 2010, a delegation of aggrieved artists filed a complaint with 
the Human Resources and Development ministry about the IPRS neglecting to pay out 
royalties.25 The complaint stated that the IPRS withheld some INR 25 crore in royalty 
payments because many individual members refused to sign a letter that ceded their rights 
to the publishers and ousted individual authors from executive positions within the society.26 
Further, an investigation in 2011 revealed that the IPRS and the PPL agreed that the PPL 
would collect royalties on ringtones.27 The PPL predominantly consisted of large music 
producers, while the IPRS also included individual authors, such as lyricists and composers. 
The agreement effectively denied lyricists and composers crores of rupees in royalties due 
from the use of their works as ringtones.28

A sound recording typically encompasses two or three types of rights: one for the recording 
itself, one for the underlying musical score, and (if the song has words) one for the lyrics.29 
As different societies administer these variegated rights, a prospective licensee will have to 
negotiate with all of them to broadcast any content.

The 2012 amendment brought in some changes to stem the tide of iniquity rising within 
copyright societies. It gave authors more control over the administrative and operational 
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working of societies. All extant societies were required to re-register with the government 
after the amendments were passed. The IPRS and the PPL—both failed to secure 
registration—claimed that their registration was pending inquiry and was not explicitly 
cancelled. The absence of any contradictory clarification from the government allowed the 
IPRS and the PPL to exploit the nebulous milieu surrounding their registration status and 
continually extract royalties from unwitting business owners.

Blockchain and Smart Contracts 

The blockchain is a decentralised transparent ledger of transaction records.30 It is shared by 
and accessible to all network nodes, monitored by everyone, and owned and controlled by 
no one. The blockchain is updated by miners: coders who apply a mathematical formula to 
transaction information, converting it into a string of arbitrary numbers and letters known 
as the “hash.”31 The blockchain is not used to store the file itself; rather, it stores details 
about the file, such as who created it and what is in it.32 The blockchain first gained notoriety 
as the technology underpinning Bitcoin: a cryptocurrency that enabled otherwise unrelated 
parties to transact safely and securely over the internet without the oversight of a trusted 
third party. The Bitcoin blockchain was a seminal breakthrough in computer science as it 
solved a longstanding issue with digital cash: the double-spend problem.33 Until blockchain 
cryptography, digital cash was like any other digital asset: infinitely replicable.34 Without 
a central intermediary, such as PayPal or a bank, there was no way to confirm whether a 
certain batch of digital money had already been spent or not.35

The blockchain overcame this dependency by enabling the creation of an immutable, time-
stamped record of mathematically validated transactions.36 This new model of “trustless 
transactions” eliminated the process inefficiencies concomitant with intermediaries such 
as banks. Further, the blockchain was essentially a registry that tracked details about 
ownership. Thus, it enabled users to track a certain asset’s chain of provenance.37 Each block 
in the blockchain contains the hash of the preceding block within its own header, creating a 
chronological chain of blocks going back to the genesis block.38 This enables the blockchain’s 
application potential to extend well beyond the scope of digital wallets. 

One such application is a “smart contract.” A smart contract is a contract that can 
automatically enforce itself.  It does not require third-party intervention to enforce its terms 
and stipulations.39 Unlike a traditional legal contract which is written in a language, a smart 
contract is written in code.40

Smart contracts were first conceptualised in 1994 by Nick Szabo and remained a theoretical 
construct till the advent of the blockchain, which allowed for the automatic execution of 
code.41 Smart contract code is stored on the blockchain at a particular address, which is 
ascertained when the contract is placed on the blockchain.42 When the event prescribed on 
the contract occurs, “a transaction is sent to that address” and the network executes the 
script’s operational code “using the data sent with the transaction.”43

Just as Bitcoin allowed for trustless payment transactions, blockchain-enabled smart 
contracts allow for common legal problems to be solved in a way that diminishes the need 
for trust. An example of a basic smart contract on the blockchain is inheritance that becomes 
available upon the death of a parent. A transaction can be created that sits on the blockchain 
and goes uninitiated until a specified time or the triggering of certain future events. To set 
up the condition for inheritance, a program can be written to scan the online death registry 
and pre-specified online obituaries to verify the parent has died. When the smart contract 
confirms the death, the funds are automatically sent to the intended recipient. 

How will this work in the case of a digital recording of a song? Say the musical data that 
makes up a particular song—along with related information such as the identity of the 
lyricist, the singer, and the background musicians—are uploaded on a blockchain. Listeners 
can access the track by paying a small fee (currently, only through the cryptocurrency 
Ethereum). A smart contract can be written up to ensure that as soon as the payment is 
made for the track, a percentage44 of that amount is paid, in real time, to each individual 
who worked on the track. 
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Smart Licensing and its Advantages 

Licensing through smart contracts could offer several advantages over the current system. 
It will not only allow for reliable attribution for claims of authorship, but also enable the 
tracking of provenance, and permit flexible pricing and terms of use.45 Smart contracts 
could also allow for royalties to be paid out through “fast, frictionless micropayments” with 
minimal transaction costs.46

Blockchain technology enables the digitisation and secure storage of information on digital 
assets, allowing users to track and identify the ownership and location of a particular asset.47 
Hashing prevents the use of any computer algorithm to back-compute
this information into the original content, creating a unidirectional cryptographic channel 
that allows content creators to prove authorship.48 Moreover, it allows them to prove that 
authorship existed at a given point in time without revealing the actual contents of the 
work. Illustratively, the company Ascribe allows graphic artists to lay claim to their work by 
creating a temporal record of when the work was created and giving it a unique identity.49 
While this might not prevent the illegal upload of recordings to streaming platforms, it will 
ensure proper acknowledgement of the artists and rights holders.50 This also allows for 
the acknowledgement of sessions musicians and background engineers, individuals often 
overlooked in credit formats under online streaming.51 In addition to allowing parties to hold 
assets of value, blockchain technology enables users to transfer these assets on their own 
terms without the interference of liaisons.52

Smart contracts further allow for autonomous pricing mechanisms. Rights holders have the 
freedom to structure pricing for their content in any way they want.53 They may even make 
it free to a particular demographic or on a given day of the year, and have the freedom to 
include other individuals, such as a photographer or a charity, in the payment scheme.

Smart contracts enable royalty distribution in real time.54 Instead of passing through 
intermediaries, revenue from a stream or download could be distributed automatically 
between rights holders, according to an apportionment already agreed upon, as soon as a 
track is downloaded or streamed.55 Further, micropayments, traditionally thought unfeasible 
for online transactions due to the high transaction costs can easily be made through 
cryptocurrencies.56 This is relevant given how content is priced in the digital realm. It also 
opens the door for electronic “tipping” for content.57

In addition to governing how a particular piece of content is priced, smart contracts can also 
cover how the content is used.58 For instance, a rock group may allow a school band to use a 
track without charging them. Information such as a terms of service agreement and contact 
details could be embedded on the track, which would significantly ameliorate the process of 
tracking down artists.59

It is decidedly difficult for independent artists to raise funds without the support of a record 
label. Despite the proliferation of crowdfunding platforms, artists are generally unable to 
figure out how to price their content in a way that will raise some profits for them.60 The 
transparency proffered by blockchains allows investors to monitor artist returns closely, 
thereby encouraging capital investment in this field.61

Challenges to Adoption

Though this technology offers a host of benefits to the M&E industry in general, several 
legal, regulatory and environmental barriers stand in the way of its adoption. Platforms built 
on the blockchain are not particularly user-friendly. While public keys may be shared with 
others private keys must be kept secret.62 Private keys are not particularly easy to remember 
as they comprise a long string of random numbers and letters.63 However, a number of 
backup avenues are open to users including writing it down on a piece of paper and keeping 
it in a secure location.64 Cryptocurrencies are also decidedly difficult to generate and their 
usage is rare, especially within a country like India. It will be hard to generate a high volume 
of revenue through their use. Projects such as Imogen Heap’s “Mycelia” are facing this exact 
issue with revenue generation. 

The level of transparency brought about by the blockchain could pose a problem for labels 
and publishers, as some information could be business-sensitive.65 Companies and copyright 
societies will only adopt this technology if they are confident that it will boost their appeal 
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amongst artists and users.66 Transparency may create issues for artists as well. Illustratively, 
artists who do not enjoy a fair amount of fame might wish to be seen as more well-off than 
they are whereas major stars might want to seem worse-off, so that fans are not discouraged 
from spending money on their work.67 However, there are a number of platforms available 
that offer differing levels of transparency, suited to the different requirements in the 
market. For instance, on Dot Blockchain Music, anything beyond the limited data required to 
acknowledge who worked on a particular track—for instance, its time of publishing—is kept 
confidential to users.68 Thus, it is certainly possible for artists and managers to be able to 
view the value chain without disclosing the information to prospective users.69

It is highly probable that intermediaries like copyright societies will remain, however 
revenue shares may favour artists more. Copyright societies, for instance, could utilise 
the blockchain to verify data and resolve disputes.70 Even if their administrative role is 
supplanted by the blockchain, they will still play key role in negotiating on behalf of artists.71

Finally, there is the question of data integrity.72 What will happen if erroneous information 
is uploaded onto an immutable ledger?73 While corrections are possible, it is unclear how 
disputes would be resolved or received, given the lack of governance and experience of 
regulators and judicial officers with this technology.74 Further, the recent amendment to 
the Finance Bill, which transfers the Board’s responsibilities to the Intellectual Property 
Appellate Board (IPAB), will bring its own set of problems. It is uncertain whether the 
members of the IPAB will have the requisite competence to handle matters pertaining to 
copyright. The amendment states that the central government will decide, among other 
things, the terms of office and the salaries of the members of the IPAB. This brings it in 
direct contravention with the doctrine of separation of powers (as the IPAB is a judicial body) 
and, subsequently, a number of judicial rulings on the subject. The fact that the information 
and broadcasting ministry is looking to set up its own copyright board, to oversee IP issues 
within the M&E industry, further obfuscates things. 

Licensing content through blockchain technology offers considerable advantages. It can 
bring about a more transparent value chain for content, a dramatic increase in the speed 
and transparency of royalty payments, and a considerable boost to artistic control. However, 
copyright societies cannot be done away with completely (at least in the immediate future). 
They are too deeply embedded in the creative ecosystem and are necessary for eschewing 
the transaction costs associated with IP. These societies can, however, use the blockchain 
to do away with the shroud of opacity they currently operate under. Glimmers of this new 
paradigm can already be seen in the United States, where three American copyright societies 
are currently working on a blockchain solution aimed at thwarting piracy. The platform will 
endeavour to create a tangible connection between the time music is created and the time 
it is consumed. Newer Indian licensing entities such as Novex Communications75 are well 
placed to start something similar in India. The hybrid of blockchains and traditional licensing 
entities could be the dawn of a truly democratised licensing regime: one that benefits all 
stakeholders involved and works in tandem with the pace of the new digital economy. 
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11. Applications and Policy 
Considerations for AI in Cyber 
Security and Public Services
Ryan Johnson and Seha Yatim

The Fourth Industrial Revolution (41R) will be marked by the universal adoption of 
cyber-physical systems, Artificial Intelligence (AI), the Internet of Things, and robotics, 
many of which are already being deployed. But how can the complex interrelationships 

between these technologies be managed, as well as the disruption they are likely to cause? 
AI will be necessary to make full use of the benefits of the 41R, monitoring services for usage 
security, and performance. This essay analyses the direction these ongoing technological 
developments will take, and recommends policies for states to adopt so their citizens can 
take full advantage of them.

In framing this essay, the authors focus on AI that performs specific tasks, a category under 
which most AI applications and research falls today. General purpose AI, which tends to be 
depicted in movies as a technology that is as intelligent or even more superior than humans, 
is still a long way from materialising; it is difficult to project its potential influence. 

AI will have a huge impact on cyber  security and public services, helping societies become 
more efficient, secure and innovative.1 However, the adoption of AI can be impeded by 
distrust, a lack of understanding or fear of security breaches. Whether data protection, 
privacy or trustworthiness of data, meeting the security expectations of users will be 
a significant factor in whether or not the use of AI will become ubiquitous. While these 
concerns have been around since the dawn of the digital age, AI will rely ever more on data 
hygiene and will, therefore, cause the exponential growth of threats to individual privacy.  

Cyber security and e-services are two key areas in AI where policy can help promote 
adoption and social change. To develop AI programs geared towards social gains, 
governments should work with all stakeholders to set policies that ensure AI technologies 
are developed in parallel to public interests and must take advantage of innovations in 
cyber security and e-services that AI can bring. Policy and regulatory structures will need 
to adapt to the countries’ own requirements to maximise the benefits of this revolutionary 
technology.

AI in Cyber Security 

AI is poised to challenge current cyber security structures, if not upend them altogether. 
Applications for AI in cyber security range from cryptography to data protection and 
detection and management of vulnerabilities. 

Cryptography driven by AI may produce some of the most novel and complex cryptographic 
designs, as found by researchers at Google’s AI research platform, Google Brain. They asked 
two AI systems to send encrypted messages to each other, while a third AI attempted to 
decrypt them. The research revealed that the two neural networks evolved over time and 
became so proficient at encrypting messages that the third AI was not able to decrypt their 
communications.2 While still at an early stage, this will almost certainly grow into a major 
field of research. Beyond the difficulty of deciphering their messages, understanding the 
algorithms and architecture being used will become even more challenging. This will make 
academic and industry review more difficult, and will drive new techniques for evaluation. 

The same forms of AI that are developing their own cryptography can also look for 
vulnerabilities across systems, programs and network architectures. Combining the speed of 



64 | Digital Debates 2017

distributed computing with techniques developed by AI will enable software
companies to find many more vulnerabilities and potential software hazards before shipping 
products, and once found, speed up patching, which will reduce cyber threats. It is not hard 
to imagine the companies currently offering software “fuzzing,” which tests the integrity of 
security systems by overwhelming them with huge amounts of random data, adopting AI to 
offer always-on AI testing of systems. 

As with any kind of cyber security technology, however, there will inevitably come a time 
when AI will be harnessed for malicious acts, either by states or criminal elements. As 
systems become more secure, the human element will increasingly be the preferred attack 
vector. Yampolskiy predicts, “In the near future, as AI systems become more capable, we will 
begin to see more automated and increasingly sophisticated social engineering attacks.”3 
Society needs to think about the implications now, and determine what safeguards and 
backups are needed to ensure the resilience of the digital world. 

AI can be part of the solution. The recent WannaCry ransomware attack showed how the 
integration of AI into the NHS’s cyber security defences allowed the threat to be identified 
and contained within minutes.4 National governments are already adopting AI as part 
of their defensive cyber security practices. The Scottish government has implemented a 
commercially available machine-learning program that monitors the network and uses 
probabilistic mathematics and special algorithms to learn about the network it is defending 
and the attackers it faces. Using the tool, the Scottish government has improved its ability 
to detect insider and external threats in real time, vastly reducing the damage it faces from 
cyber attacks.5 With sensitive data more secure, governments can offer more and deeper 
e-services at a lower risk threshold.  

AI is poised to revolutionise cyber security by improving the skills of both the attacker 
and the defender. While the use of AI in attacks is concerning, the opportunity to utilise AI 
to conduct better real-time monitoring and reactions, as well as continuously searching 
for vulnerabilities in systems even after they are deployed, will build user confidence 
significantly in an increasingly digital world.

AI in Public Services

Government efficiency is often a subject of consternation. With AI, this may be history. 
A study by Deloitte revealed that the US government can free up to 30 percent of its 
workforce’s time within five to seven years through AI.6

Programs that run on AI could improve public service efficiency in several ways: (i) split a 
task to allow AI to handle simpler tasks while humans supervise or take on more complex 
and high-value tasks; (ii) remove repetitive tasks completely by leaving them to AI; and (iii) 
augment employees with AI-driven tools for more efficient results. 

AI is built on data analytics and heuristics that allow smart decision modelling. From the 
massive amounts of data collected, AI programs can highlight the “whats, wheres and 
whens” of materials and events, generating fixed data points. The ideal smart city can 
pinpoint how busy trains are at what time and at which stations, which roads are congested 
and where responses are needed, right down to which street lights will need replacement.

A pilot test on the use of AI in traffic signals in Pittsburgh, Pennsylvania showed encouraging 
results, reducing travel time by 25 percent and lowering emissions by 21 percent.7 In a 
country such as the United States, which loses $121 billion to congestion and emits 25 billion 
kg of carbon dioxide emissions every year, the potential savings are appealing. 

Healthcare is another area that could benefit from AI. Viral outbreaks, such as the Middle 
East Respiratory Syndrome and Severe Acute Respiratory Syndrome have had enormous 
economic impacts. As the world becomes increasingly globalised, viral outbreaks move much 
faster and become harder to detect or control. AI can play an important role in predicting 
and potentially stemming the spread of the next outbreak, even in prevention, by running 
algorithms to predict potential sources of viruses and clusters which may need greater 
attention.8

The applications of AI in public services are broad. Governments around the world have set 
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targets and aim to create smart cities; from India’s Smart Cities Mission to develop 100
citizen-friendly cities to China’s implementation of technology and data solutions in 200 
cities, and the US Department of Transportation’s $165-million investment in smart-city 
solutions.9

How Safe is AI?

The merits of AI do not discount the fact that AI can bring challenges, such as privacy 
encroachment or biased algorithms. Privacy is understandably one of the top concerns 
when it comes to the use of data-hungry AI programs. When AI programs are left to 
make autonomous decisions, they may become biased due to unintentional side-effects 
of algorithms or the unconscious biases of programmers. As data streams used by AI 
applications merge and affect each other, in ways that may not always be transparent to 
the users or data subjects, these issues will become more important to address in both 
application programming and contracts.

For instance, when an AI system uses past hiring data to learn what is a “good” hire, it 
may reinforce biases towards a person’s name, hobby, age and race.10 This raises ethical 
questions about how to enable the gains of automation without removing all human 
controls. sers and data subjects will also need to understand the role that AI may have in 
making important, even life-changing, decisions. 

Further complicating this picture is the idea that these increasingly large, interwoven, 
streams of data will be high-value targets for cyber criminals, meaning that assurances 
on the security of the data (its confidentiality, integrity and availability) will be key to 
the industry’s success. Given that data on individuals is more valuable when it has more 
data about that individual, big data sets that link financial, health, employment and other 
categories will require great protection.11 As is often the case, law and policy will forever be a 
few steps behind the technological development, meaning that technical solutions will need 
to incorporate security issues that policymakers may not yet be aware of.

Therefore, while AI has potential in cyber security and public services, the speed of adoption 
depends on governments and industry creating trust among end users. Industry will have to 
take the lead in shaping the application of AI in ways that consider cultural and behavioural 
norms as well as customer needs. Governments will need to strike a balance in policies that 
do not stifle innovation or potential societal benefits while still protecting the public.

Policy Recommendations for AI Safety
AI Safety is a broad field of research that explores ways to mitigate existing and potential 
risks posed by AI. Stakeholders in government, industry, civil society and the technical 
community see great promise in AI Safety to address natural apprehensions about the 
development of AI. To align AI development with the public interest, this essay makes the 
following recommendations to governments:

Ensure Policies Prioritise Safety and security
AI decision-making models may raise concerns among citizens over whether their privacy is 
compromised and whether AI can be trusted to make autonomous decisions. For instance, 
when AI trawls large data sets, who decides which information is private? If a university 
acceptance process is automated by AI, can it be guilty of bias? Therefore, it is important 
that governments build policy frameworks for AI decision-making models that prioritise 
security and safety as fundamental.

Promote Cyber Security Best Practices
Governments play a key role in promoting best practices that improve security while 
fostering innovative solutions, such as voluntary, risk-based mechanisms for product 
design, testing and roll-out. At the same time, a report by the Commission on Enhancing 
National Cybersecurity has highlighted the need for incentives to encourage the adoption 
of cybersecure practices.12 Incentives can range from tax relief and public recognition 
programmes, to protection from liability. Governments can delve into more research on 
identifying the optimal way to incentivise businesses to adopt best practices and improve 
their network security.
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Promote AI Norms through Private–Public Dialogues
As governments develop policies around AI and its implications, establishing a dialogue 
process between private and public sectors is key. Such dialogues can be steered 
towards developing norms regarding AI applications, and definitions that will steer AI 
policy development. The dialogue can involve cross-regional stakeholders so that more 
comprehensive norms or guidelines can be developed for AI technologies that are often used 
by multiple economies. 

Integrate AI into Cyber Security Systems 
While cyber  attacks today are often automated, many organisations still rely on traditional, 
manual methods to identify and stem the attacks. As a result, weeks or months can pass 
before an attack is detected. To move at the same speed as automated cyber attacks, 
governments and organisations can integrate AI into their cyber security systems to analyse 
large amounts of data efficiently. An AI security program that audits and interrogates 
programs can quickly identify potential threats to citizens’ data or government systems, and 
it may even be programmed to shut down hostile programs if necessary. 

Invest in industry R&D Partnerships 
In many economies, AI R&D is spearheaded by the private sector or academia. However, 
governments that invest in R&D on behalf of the public sector or SMEs can create a 
multiplier effect for the economy. For example, the Chinese government, which has a deep 
interest in AI, has contributed an undisclosed amount to a deep learning lab that will be led 
by Baidu,13 while the Japanese government is investing an estimated 100 billion yen (about 
$882 million) over the next 10 years on a new industry–government–academia project to 
develop AI technology.14 By leveraging AI expertise in the private sector and academia, 
governments can apply it to improve public services or even extend the knowledge to SMEs 
to create an inclusive environment.

Conclusion

AI has tremendous potential use for societal good. From a cyber security perspective, 
AI could open a new era in enhanced security. Likewise, new and innovative government 
services can transform the role of the state and meet the needs of 21st-century citizens. 
Stakeholders should promote policies that promote the benefits and avoid the pitfalls 
associated with AI. While governments take the lead and set the rules of play to cultivate AI 
Safety, it is crucial that all stakeholders contribute to AI Safety from their particular areas of 
expertise. 
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12. Predatory Data: Gender 
Bias in Artificial Intelligence 
Vidisha Mishra and 
Madhulika Srikumar 

Bias in algorithmic decision-making was discovered at least 20 years ago when 
researchers1 studied one of the first online flight booking websites in the US and found 
that the website favoured one airlines over the rest (i.e. American Airlines, which 

sponsored the website).2 Algorithms—opaque and hidden—feed on a data diet selected by the 
developer. In turn, they reflect the biases found in the data. There has been a sharp increase 
in the amount of data generated as social media and e-commerce become more pervasive. 
With computers boasting increased capabilities in processing this data, and algorithms 
getting smarter too, machines learn faster and pick up more from human interests and 
interactions, resulting in the twin phenomena of machine learning and deep learning

Machine learning, a subset of artificial intelligence (AI), optimises most of one’s online 
usage: from powering web searches to voice-activated personal assistants. Since a lot of 
data generation is a social phenomenon these days through interactions on social media and 
political discourse online, AI agents are attuned to human mannerisms, opinions and even 
biases. AI is described as the development of computer systems that can perform in ways 
that would typically require a level of human intelligence as a means of aiding their human 
counterparts. Studies suggest that the gendered nature of AI programming is now well-
established: it has its roots in the same traditional social constructions where masculinity 
or femininity of language is determined by preconceived notions of what it means to be 
masculine or feminine.3

Jack Clark’s 2016 article4 calling out the AI community for having a “sea of dudes” problem 
relied on an aside involving the Gates. At a tech conference where Bill Gates celebrated 
the promise of AI, calling it nothing short of the “holy grail,” Melinda Gates chose to take a 
cautionary tone and called attention to the lack of women participation in the creation and 
development of AI agents. As organisations strive to make diversity a priority, when recruiting 
employees or assembling panels for conferences (spawning the derisive term, manels), 
lacking gender diversity in AI can affect not only how the technology evolves but also the 
impact it has on users, unwittingly or not. While “gender and technology” has long been 
identified as a point of contention as early as in the beginning of mankind, when technical 
skills were considered integral to shaping masculinities,5 “gender of technology” and “gender 
in technology” are assuming prominence now, and rightly so. As humans teach machines 
to become intelligent, to imitate human beings, the threat of reinforcing existing biases 
becomes a real concern, either through sexualising AI or through unequal representation of 
sexes during creation, leading to deployment of AI that is biased against women. 

First, gender of tech. While men write lines of code, AI is female. Digital assistants like 
Apple’s Siri, Amazon’s Alexa, and Microsoft’s Cortana are all designed as hyper-intelligent yet 
servile female chatbots.6 There is a California-based company, RealDoll, that is set to unveil a 
$15,000-hyper realistic silicon sex doll named Harmony; it is expected to lead to exponential 
growth in the decade-old sex tech industry that is already worth $30 billion.7 Realistic 
sex-robots like Harmony will become common within a decade.8 

Then there is gender in tech. The shortage of women and other minorities in developing 
teams has resulted in the (mostly unintentional9) creation of AI biased by design, replicating 
existing gender and racial prejudices. Google had to apologise after a flawed algorithm 
tagged photos of people of colour as “gorillas.”10 Infamously, when Microsoft introduced 
their Twitter ‘millennial’ chatbot, Tay, she quickly adapted to using hateful, xenophobic, and 

Introduction



68 | Digital Debates 2017

sexually offensive language due to her self-learning capabilities and the ready availability
of biased data. Given that the chatbot was introduced with the tag-line, “the more you talk, 
the smarter Tay gets,” it is not surprising that she adapted to her male-dominated ecosystem 
where abuse is a well-documented problem.11 The experience highlighted two issues: first, that 
women’s participation and, consequently, data sets from women are highly limited in most 
online media forums; and second, that the inability of Tay’s developers to foresee this obvious 
outcome may be attributed to the lack of diversity in the development of the technology.

Gender of AI 

In the last decade, conversations on gender-fluidity and post-genderism have gained more 
traction. However, a majority of AI applications are still anthropomorphic and perpetuate 
outdated binaries. For instance, digital assistants like Siri, Cortana, and Alexa are modeled 
after efficient and subservient female secretaries: they undertake functions historically given 
to women for low pay such as scheduling appointments, looking up information, and generally 
easing work-related communications.12

While the assignment of female characteristics to a majority of assistive AI personalities 
may seem innocuous, it can have serious implications. First, given the deficit of women in 
leadership roles, the persistent gender wage gap, and gaps in labour-force participation, 
gendering digital assistants can reinforce the links between women and subjugation.13 Voices of 
disembodied, supportive AI tend to be female as both men and women find them warmer, more 
conversational and less threatening.14 On the other hand, AI in movies, which is often portrayed 
as powerful, is predominantly male. A study of 77 major AI characters in 66 movies between 
1927 and 2015 found that barring three examples, all characters were gendered. A total 57 
out of these were found to be male while only 17 were female.15 These representations matter 
because they reinforce subconscious bias. 

Second, it has been reported that female-sounding assistive chatbots regularly receive sexually 
charged messages. It was recently cited that five percent of all interactions with Robin Labs, 
whose bot platform helps commercial drivers with routes and logistics, is sexually explicit.16 
The fact that the earliest female chatbots were designed to respond to these suggestions 
deferentially or with sass was problematic as it normalised sexual harassment.17 A 2016 study 
published in JAMA Internal Medicine found that that smartphone assistants such as Siri, 
Google Now and S Voice were inefficient in responding to statements like, “I was raped” and “I 
was abused.” It was discovered that only Cortana could give the users links to sexual assault 
helplines.18 This again highlights that AI is being designed less with female consumers in mind. 

The upside is that some technology companies have begun acknowledging these gaps. Recently, 
Siri was updated to provide more compassionate and helpful advice in response to users’ 
questions about rape, suicide and abuse.19 Further, digital assistants are also being made 
more gender-ambiguous. For instance, Cortana’s response to “Are you a girl?”, is “No. But 
I’m awesome like a girl.” Further, there is growing realisation within the tech community that 
AI personalities need not be gendered, or even human. For instance, MasterCard’s Kai and 
Samsung’s Bixby are gender-neutral, while evidence suggests that people can, and do, bond 
with non-human technology like with Sony Aibo Robot dogs in Japan.20

While these developments are encouraging, it comes alongside the development of hyper-
realistic and highly feminised sexbots such as Harmony and “Mark 1” modelled after actress 
Scarlett Johansson.21 Presently, considerable money, time and expertise is being spent on the 
development of AI customised to male preferences at the cost of objectifying the female body 
and without taking ethical and societal ramifications into consideration. These developments 
point towards two main concerns: what the implications will be if people begin to mistreat 
robots with female traits who never say no, and how the normalisation of this behaviour will 
impact real women and gender relations. The sexually explicit messages received by female 
digital assistants already demonstrate the possible mistreatment of AI. However, the current 
enthusiasm for humanising AI tends to ignore the implications of people with gendered ideas 
creating technologies that conform to gender norms and then perpetuate existing stereotypes.22 
Moving ahead, it is important to address uncomfortable questions such as: How will sexual 
relations with female robots—who do not or cannot say no—impact the idea of consent and 
rape? Will violent behaviour with these robots be acceptable? Or as philosopher Blay Whitby 
puts it, “How would you feel about your ex-boyfriend getting a robot that looked exactly like 
you, just in order to beat it up every night?”23
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Gender Bias in Data 

While sexism perpetuated by AI can seem like a concern for the distant future, it is already 
impacting society in insidious ways. Researchers at Carnegie Mellon University in 2015 found 
that the Google search engine was less likely to show ads of highly paid jobs to women as 
compared to men.24 When a 2016 study explored word embeddings that are used to train 
AI systems that handle language, such as chatbots and recommendation algorithms, it 
discovered that data mining algorithms associated jobs like philosopher, captain, warrior and 
boss with maleness while top results for “she” were homemaker, nurse and receptionist.25

Word embeddings are essentially algorithms that assign numbers to words based on how 
the words are popularly used online, to make them machine-readable. The words “flower” 
and “candy” would be assigned numbers associated with other pleasant objects or emotions, 
while “death” or “greed” would be closer to things that are generally perceived as unpleasant. 
Most computer programs rely on word embeddings, such as the feed on a social media site, 
search engines and programs that target ads. 

Machine-learning algorithms, according to studies, have identified “cold” and “sassy” as 
female characteristics while “guru” and “cocky” are considered male.26 As a result of the 
data that the computer relies on—mostly biased against women—the AI replicates the 
same prejudice against women found online and offline, and propagates stereotypes. If an 
organisation were to write up a program to recruit a computer programmer using AI—the 
AI agent would associate the word “programmer” to a man and would throw up a male 
candidate. If the example was turned on its head and the AI was programmed to look for a 
nurse, the machine would respond with a female candidate. 

Biases creeping into these seemingly neutral systems can be dangerous as they are hard to 
identify. Algorithms are commonly perceived to be gender-neutral but have been found to 
exacerbate existing biases: women cannot apply for high prestige jobs if they do not see them 
being advertised. This is because the lack of women in these jobs reinforces the illusion that 
women are more suited for administrative roles, resulting in the algorithm not displaying 
traditionally “male-suited” job positions to females, making it a chicken and egg problem. 

This situation is tricky to address as Google is simply a window into organised data– most 
of which is inherently biased and over which Google has no control. In the US, where the 
police departments are increasingly using data-driven risk-assessment tools for “predictive 
policing” and crime prevention, biased data sets can lead to these softwares perpetuating 
racial prejudice by over-surveilling and over-policing traditionally poorer, non-white 
neighbourhoods while ignoring wealthier, white neighbourhoods. If such digital discrimination 
is allowed to go unchecked, it can become a part of everyday logic and algorithmic systems, 
in turn solidifying existing social hierarchies.27

It is clear that data-driven AI reflects the values of its creators. The onus thus lies on its 
creators to be vigilant about inclusivity and “de-bias” data sets that drive these algorithms. 
This is as much about actively overcoming prejudice as it is about avoiding lazy coding. A 
team of researchers from Microsoft and Boston University in 2016 came up with a technique 
to de-bias word embeddings by teaching the algorithm to disassociate words with genders.28 
For some words, however, the scientists instructed the algorithm to retain the relationship: a 
“mother” or a “sister” must be identified as female. This to ensure that health advertisements 
or opportunities for women can still be targeted towards them.  

However, there are some technical issues with de-biasing, mainly that it may lead to the 
elimination of a lot of useful data. Also, de-biasing can lead to change in nature of data, which 
in turn can result in poor machine learning/artificial intelligence models. This can happen 
because de-biasing may leave out a lot of data that is important for training such models, 
or it may lead to data sets becoming different from the real-world data being present on 
the internet. Therefore, it is important that AI bots be trained on data that they are going to 
encounter in the real world for them to be effective. As de-biasing may lead to poorly trained 
AI systems, at present there seems to be a situational trade-off between making sure that AI 
is not sexist and at the same time giving it data sets that allow it to be effective in use. 

Gender in AI 

In its 2016 Report, the White House’s Office of Science and Technology Policy called the 
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shortage of women and other minorities “one of the most critical and high-priority challenges 
for computer science and AI.”29 The report acknowledged the role of the government in 
the growth of AI, through investment in research and development of a skilled and diverse 
workforce. The latter to ensure that the processes behind AI account for justice, fairness and 
safety and not allow for the developers’ biases to creep in, whether intentional or not.  

A 2014 study by Gartner, an IT research and advisory corporation, found that only 11.2 percent 
of technology leadership jobs in Europe, Africa and the Middle East were occupied by women.30 
The corresponding percentage for Asia stood at 11.5 percent, while it was 13.4 percent in Latin 
America and 18.1 percent in North America. Globally, women are disturbingly underrepresented 
in STEM (the fields of Science, Technology, Engineering and Mathematics). Women’s average 
representation in AI and robotics research is worse, the percentage of women in AI research in 
commercial industries has been quoted to be as abysmal as 5 percent.31 This lack of diversity 
results in the absence of crucial inputs and insights in the development of AI and makes it 
susceptible to learning stereotypes. Experts consider today’s greatest existential risks—all 
spawning from advanced technologies, such as nuclear weapons and nanotechnology—to also 
include artificial superintelligence.32 Torres argues that for humanity to overcome these risks, 
we need the smartest people working to solve the problem and that includes women.33

Experts have noted that technology and gender are both socially constructed, and one cannot 
be understood without the other.34 The association of technology with masculinity, Bray notes, 
can be found in daily experiences of gender, historical narratives, employment practices, and 
the design of new technologies since technology is seen as the “driving force of progress.”35 This 
is evident, as Torres summarises, when women are said to be less inclined towards certain fields 
due to a lack of visible role models, expectations of family care, discrimination at workplaces, 
and finally the perception that women would be less suitable for certain disciplines, that they 
would be better at professions that focus on “people” rather than “things.”36

The lack of gender diversity in AI is troubling as it would have serious implications on how the 
technology develops. Engineers play an important role in evaluating designs, ensuring that the 
system is not biased and is accountable. In the above example where the developer writes the 
code for finding resumes for a programmer position in a company, the developer has to make 
sure that the algorithm is not biased against female applicants. This is a huge responsibility to 
bestow on the creators since detecting biases beforehand may be difficult. Word embeddings 
act as dictionaries that programmers plug into different applications: a developer would have 
to be diligent before using a hand-me-down word embedding. And as engineers de-bias data 
and “train” algorithms, ascribing values to words, creators are at a position to incorporate 
ethics into the architecture of the AI. If robots are learning from humans, the engineers must 
be diverse to ask the right questions. Studies have proven, for instance, that the collective 
intelligence of a group vastly improves if women are involved.37

The culture in Silicon Valley—hosting some of the companies that work at the forefront of AI—
has also been under the scanner in the past year. The technology sector ranks amongst the 
lowest in gender diversity.38 The former Uber employee’s take on the sexism prevalent in the 
industry brought the issue to limelight once again,39 with some describing Silicon Valley as plain 
“awful” to women.40 Studies have shown that women in tech leave their jobs at twice the rate 
that men do.41 Women are asked to do things that men would not have to do; they do not have 
the same opportunities as their male counterparts.42 As Silicon Valley gains fame for its “white 
bro” culture43—one where those with boorish behaviour are said to rule the roost—companies 
are in a drive for diversity, seemingly desperate to increase the number of their female 
employees. Commentators, on the other hand, point out that that these companies instead 
hire women in non-technical positions to display parity. This when tech companies with higher 
gender diversity across roles have been proved to be more profitable than the rest.44

Initiatives such as the Partnership for AI—established by Google, Amazon, IBM and others at 
the cutting edge of the technology—have recognised that in the absence of baseline ethics and 
common standards in AI, research and commercial use of AI cannot advance. The thematic 
pillars for the partnership are transparent and accountable AI, and social and societal 
influence of AI.45 The AI Now symposium, an initiative led by female researchers
that studies the impact of AI on society, identified specific problem areas such as limitations 
in access to data resources and the difficulty in assessing algorithms.46 The grouping has 
recommended diversifying and broadening access to resources such as data sets and training 
by making the field more inclusive and including more opportunities for people to participate 
in AI development and deployment.47 To address accountability in algorithms, the group 
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recommended establishing mechanisms involving notification to users who are subject to 
automated decision-making and providing opportunities for redressal.

Conclusion 

As patriarchy and prejudice become encoded in machines, fighting bias in data and 
deployment through increasing diversity in AI research will become important. As machine 
learning permeates every aspect of people’s lives, AI is no longer a mere object of science 
fiction. Take the recent United Nations-supported summit in Geneva, “AI for Good.” that 
focused on the potential of using AI technologies for achieving the Sustainable Development 
Goals by 2030.  Participants recognised that complex development challenges faced by 
countries like India cannot be solved simply by the conventional linear approach. AI can 
aid and transform India’s health and nutrition as well as education sectors. For instance, 
the Centre for Study of Science, Technology and Policy is presently working on a project 
in Karnataka that is attempting to use AI-based systems to improve delivery of child 
nutrition programmes. Image-recognition techniques are being developed to help in early 
identification of stunted growth, epidemics and other health issues.48 However, for these 
solutions to be truly effective, the data sets must be free of bias and the development, 
inclusive. 

In India, the legal sector is gradually embracing AI, which is expected to improve speed and 
efficiency by automating tasks such as document drafting, undertaking legal research and 
due diligence. Similarly, new-writing bots are now functioning in the world of journalism. 
In both cases, AI will autonomously generate output by identifying story angles based on 
algorithms with “built-in” criteria. When cases involving sexual violence and their portrayal 
in traditional news media are already under scrutiny, it is important to question how 
male-hegemonic data sets will impact future news stories and liability of sexual assault 
and other areas that require greater gender sensitivity. Data sets will suffer from a lack 
of representation when only 29 percent of internet users and 28 percent of mobile phone 
owners in India are women, making access to basic ICT services and infrastructure critical. 

Eric Berridge, the CEO of Bluewolf, earlier this year, called AI the perfect partner to increase 
gender diversity in organisations, to use AI as an accountability layer to identify bias in areas 
like hiring and promotion.49 Companies, for instance, are already using AI to study how job 
descriptions can encourage female applicants. Words such as “dominant” and “ninja” in job 
profiles have deterred women from applying before. Companies are looking at changing 
their language to appeal to a larger audience: a welcome move when companies list “always 
be hustlin” as a core value.50 With the growing momentum around using AI to increase 
accountability in existing sectors, the code itself must be made accountable first.
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